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Resumo

Detetar anomalias em séries temporais é um problema importante em áreas como energia, saúde

e segurança. O progresso feito em deteção de anomalias tem sido baseado em abordagens que usam

algoritmos supervisionados de aprendizagem automática que requerem grandes conjuntos de dados

anotados para ser treinados. No entanto, no contexto das aplicações, colecionar e anotar conjuntos

de dados em grande escala é um processo difı́cil, demorado ou até demasiado caro, ao mesmo tempo

que requer conhecimento do assunto por especialistas da área de aplicação. Por isso, a deteção de

anomalias tem sido um grande desafio para investigadores e profissionais.

Esta Tese propõe uma abordagem genérica, não supervisionada e escalável para deteção de

anomalias em séries temporais. A abordagem proposta é baseada num auto-codificador variacional, um

modelo generativo profundo que combina inferência variacional com aprendizagem profunda. Por outro

lado, a arquitetura integra redes neuronais recorrentes para capturar a natureza sequencial das séries

temporais e as suas dependências temporais. Além disso, é introduzido um mecanismo de atenção

para melhorar o desempenho do processo de codificação-descodificação.

Os resultados em dados de geração solar fotovoltaica e de electrocardiogramas mostram a capaci-

dade do modelo proposto para detetar padrões anómalos em séries temporais de diferentes áreas de

aplicação, ao mesmo tempo fornecendo representações estruturadas e expressivas dos dados.

Palavras-chave: Deteção de Anomalias, Séries Temporais, Auto-Codificadores Variacionais,

Redes Neuronais Recorrentes, Mecanismos de Atenção.
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Abstract

Detecting anomalies in time series data is an important task in areas such as energy, healthcare

and security. The progress made in anomaly detection has been mostly based on approaches using

supervised machine learning algorithms that require big labelled datasets to be trained. However, in the

context of applications, collecting and annotating such large-scale datasets is difficult, time-consuming

or even too expensive, while it requires domain knowledge from experts in the field. Therefore, anomaly

detection has been such a great challenge for researchers and practitioners.

This Thesis proposes a generic, unsupervised and scalable framework for anomaly detection in time

series data. The proposed approach is based on a variational autoencoder, a deep generative model

that combines variational inference with deep learning. Moreover, the architecture integrates recurrent

neural networks to capture the sequential nature of time series data and its temporal dependencies. Fur-

thermore, an attention mechanism is introduced to improve the performance of the encoding-decoding

process.

The results on solar energy generation and electrocardiogram time series data show the ability of

the proposed model to detect anomalous patterns in time series from different fields of application, while

providing structured and expressive data representations.

Keywords: Anomaly Detection, Time Series, Variational Autoencoder, Recurrent Neural Net-

works, Attention Mechanism
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Chapter 1

Introduction

This chapter introduces the motivation behind this Thesis and its main subject: Anomaly Detection

(AD). It is presented an overview of related work on AD as well as an explanation of the importance

of unsupervised learning in the context of AD and beyond. Finally, are outlined the objectives and the

requirements to be fulfilled by the proposed approach.

1.1 Motivation

In the age of Big Data, time series are being generated in massive amounts. Nowadays, sensors and

Internet of Things (IoT) devices are ubiquitous and produce data continuously. While the data gathered

by these devices is valuable and can provide meaningful insights, there is a growing need for developing

algorithms that can process these data efficiently. Moreover, in the context of applications such as

energy, healthcare, security, finance and robotics it is important to analyse and monitor the collected

data in order to detect anomalous behaviour that can allow further decisions and actions.

This Thesis is motivated by an application of anomaly detection that arises from the energy field. One

of the key assets of the smart grid is the data it collects. Smart grids are enabling an unprecedented data

acquisition with the installation of sensors and smart devices. With the integration of renewable energy

sources such as solar photovoltaic (PV), it is important to ensure reliability, security and correct operation

in order to promote good performances and a long lifetime of the equipments. Such an amount of data

gathered from smart meters in the grid makes the quest for developing smart monitoring systems that

can detect anomalous behaviour in these systems, trigger alerts and enable maintenance operations.

However, the need for anomaly detection systems goes beyond the energy field. For instance, in

healthcare, the availability of patient monitoring data and the increasing amount of wearable sensors that

collect vital signs (e.g., heart rate, electrocardiogram) makes the quest for developing AD algorithms that

can detect anomalous patterns and provide alerts with minimum delay, thus allowing an early detection

of abnormal vital signs and a clinical intervention when required.

The progress made in Machine Learning (ML) and, in particular, in Deep Learning (DL), allows

to build models that learn directly from data without extensive pre-processing and significant domain
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knowledge from experts in the field of application. However, a unified framework for AD that can leverage

the power of recent DL models and, at the same time, that could be applied to any kind of time series

data is still to be done.

1.2 Anomaly Detection Overview

Anomaly Detection1 refers to the problem of finding patterns in data that do not conform to expected

or normal behaviour [Chandola et al., 2009]. AD has been approached as a particular instance of a

classification task that aims to distinguish between normal and anomalous observations. These classes

are typically highly imbalanced, being the normal class often predominant relatively to the anomalous

one.

Until a few years ago, the work on anomaly detection was underdeveloped. The quest for developing

novel AD models and to move the state-of-the-art further has emerged from both the industry and the

academia. Nowadays, anomaly detection is an active area of research that is being applied to a wide

range of problems dealing with data of various nature, ranging from time series and text to images

and videos. The applications of AD cover very different areas, such as energy, healthcare, security,

finance and robotics. In particular, to give some examples, AD has been used to detect faults in power

grids [Martinelli et al., 2004], to detect arrhythmia in electrocardiogram time series [Ng et al., 2017],

to detect anomalous behaviour in surveillance videos [Mahadevan et al., 2010], to detect fraud with

credit cards [Aleskerov et al., 1997], to detect abnormal opinions and sentiment patterns [Wang et al.,

2014], to detect anomalous executions in robot assisted feeding [Park et al., 2017], to detect intrusions

in networks [Garcı́a-Teodoro et al., 2009] and to detect unusual segments of text in documents [Guthrie

et al., 2007]. All these problems are particular instances of an anomaly detection task.

Recently, AD has been leveraging on the progress made in Machine Learning and, in particular, in

Deep Learning (DL). In this framework, the work on anomaly detection has been mostly focused on

supervised learning algorithms, which heavily rely on big labelled datasets to be trained. However, in

the context of some applications, such as energy or healthcare, labels are difficult to obtain or even

too expensive, while the annotation process is time-consuming and requires domain knowledge from

experts. Therefore, the application of AD approaches based on supervised models is constrained by

the availability of labelled datasets. Furthermore, in the aforementioned applications of AD, data is

sequential, including time series, text or videos. Some previous AD methods based on ML algorithms

assume that data is independent in time and, hence, they do not consider the temporal dependencies

intrinsic to sequential data.

1Anomaly detection is also referred to as novelty detection or outlier detection. Even though these designations are sometimes
used for slightly different problems, they are often framed as an anomaly detection task.
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1.3 Related Work

Anomaly Detection is an old problem that has been tackled using different approaches over time.

Chandola et al. [2009] and, more recently, Pimentel et al. [2014] provided an in-depth overview about

the anomaly detection approaches that have been proposed. In particular, Pimentel et al. outlines five

main classes of AD approaches that are briefly described and summarized in this section. For each

method are provided some representative references of its application to AD tasks.

The first class integrates the probabilistic approaches and the principle behind them consists on

estimating the probability density function (pdf) of the data and then the anomalies correspond to the re-

gions with low probability mass. These methods usually make an independence assumption of the data

in time or make specific assumptions about their generation process, such as assuming it is generated

from a weighted mixture of Gaussian distributions (GMM) [Song et al., 2007]. Independent Component

Analysis (ICA) was also proposed for AD [Hansen et al., 2002]. These techniques require a considerably

large amount of data, specially when dealing with high-dimensions where the curse of dimensionality

comes into play. For time series data, state-space models are usually employed. These models assume

that the observations are generated by an underlying hidden state, which may evolve over time. The

two most common state-space models are the Hidden Markov Model (HMM) [Yeung and Ding, 2003]

and the Kalman filter [Lee and Roberts, 2008], which are both particular instances of Dynamic Bayesian

Networks (DBN). However, as pointed out by Bengio et al. [2015a], these models often assume simple

state transition structures (e.g., linear models in the case of the Kalman filter) or simple internal state

structures (e.g., in HMMs the state space consists of a single set of mutually exclusive states).

The second class regards distance-based approaches that include Clustering [He et al., 2003; Bar-

bará et al., 2002] or Nearest Neighbour [Boriah et al., 2008; Angiulli and Pizzuti, 2002] methods. These

approaches require well-defined distance measures to compute the similarity between data points. They

assume that normal data points have close neighbours within the training set of normal examples, while

anomalous data points are located far from those normal points. The more away from the normal data

a given test sample is, the more likely it is to be an anomaly. Nevertheless, distance-based approaches

sometimes require a significant amount of comparisons between data points, what compromises their

scalability to large and high-dimensional datasets. This class of methods is prone to suffer from the curse

of dimensionality, due to the concentration of the distances phenomenon in high-dimensional spaces.

The third class concerns reconstruction-based approaches and these are connected with neural

networks and dimensionality reduction [Hawkins et al., 2002; Williams et al., 2002; Shyu et al., 2003].

The prominent model of this class is the Autoencoder (described in detail in section 2.1), that learns

a low-dimensional representation of normal data and then reconstructs it. The reconstruction scores

are used as a measure of normality. Considering conventional (feed-forward and deterministic) autoen-

coders, this reconstruction-based approach is not particularly suited for sequential data such as time

series, since it does not take into account the dependencies between the inputs.

The fourth class consists of domain-based approaches whose principles differ from the previous

methods. Rather than modelling the structure of the data itself, they try to find a boundary around

3



normal data (in other words, the domain of the data). Unseen examples are classified as normal or

anomalous depending on whether they are inside or outside the boundary. This class includes, for

instance, One-Class Support Vector Machines (OC-SVMs) [Schölkopf et al., 2001; Heller et al., 2003].

The effectiveness of domain-based approaches often depend on the choice of good parameters, for

instance the kernel used in the SVM.

The fifth and last main group of AD methods is based on information-theoretic approaches. These

techniques are built upon the principles of information theory and make use of concepts such as the

entropy [He et al., 2005], the Mutual Information (MI) or the Kullback-Leibler (KL) divergence [Gamon,

2006]. The core idea behind them is that anomalous data has a different information content of normal

data. In this context, entropies are computed (globally or locally) and their changes are used to find

anomalous data. However, these approaches require choosing particular metrics that may not be suited

for some kinds of anomalies, specially short-term ones.

1.4 Why Unsupervised Learning?

The astonishing success of Deep Learning has been achieved mainly with supervised machine learn-

ing algorithms using deep neural networks [Hinton et al., 2012; Krizhevsky et al., 2012]. For training

these algorithms, big labelled datasets are required in order to attain good performances and state-

of-the-art results. However, as previously mentioned, such large-scale labelled datasets are difficult to

obtain and the annotation process requires domain knowledge from experts.

Despite the success of supervised learning in recent years, previously, unsupervised learning at-

tained remarkable results. During the early days of the DL era, for instance, Hinton and Salakhutdinov

[2006] showed impressive results in dimensionality reduction using autoencoders. Afterwards, the suc-

cess of supervised learning in key problems, such as speech recognition and image classification, has

concentrated the interest of the research community that developed and improved it significantly, while

unsupervised learning was partially disregarded.

Recently, there has been a renewed interest in unsupervised learning that is foreseen to play an

important role in the future of machine learning [LeCun, Bengio, and Hinton, 2015]. The explosion of

work in unsupervised machine learning was seamlessly connected with the introduction of two novel

deep generative models in particular, namely Variational Autoencoders (VAEs) [Kingma and Welling,

2013] and Generative Adversarial Networks (GANs) [Goodfellow et al., 2014].

Still, unsupervised learning is a very challenging field that often under-performs supervised learning

in a variety of tasks. In what regards AD, the approaches based on ML algorithms are often very focused

on supervised models, even though there is a recent trend of adopting unsupervised approaches. The

lack of labelled data is, more and more, making the quest for improving unsupervised learning models,

so that they can be applied to other problems and tasks that where sometimes disregarded in the past.

Finally, it is interesting to note that the human way of reacting to unexpected observations of the

world, that is to say, the human way of performing AD, is largely unsupervised. A naı̈ve example,

inspired by another one that Yann LeCun uses to give about unsupervised learning [LeCun, 2018],
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goes as follows. A newborn is often confused about the environment it perceives in its early days of

life. However, after experiencing the novel world for a while and collecting some observations of the

environment, and still without any sort of supervision, a baby is able to build, that is to say, to learn, its

own idea of normality and soon starts recognizing what is familiar, likely or expected. When it looks at an

unseen face it often becomes upset, since it is not able to recognize it as familiar. The baby has learned

its own representation of normal and its now using it as a reference to evaluate unexpected and unseen

observations of the world. Just by looking at it, without being told of whether or not it knows someone, it

is able to take a reaction. The intuition behind this naı̈ve example frames the principles of unsupervised

anomaly detection, which will be the main focus of this Thesis.

Since the dataset that motivates this Thesis is fully unlabelled, this Thesis aims to contribute to

improve unsupervised anomaly detection.

1.5 Objectives & Requirements

This thesis aims to design and develop a general framework for anomaly detection in time series data.

The proposed methodology should be generic, so that it can be applied to any kind of time series (univari-

ate and multivariate, predictable and unpredictable, periodic and aperiodic) and, desirably, to other kinds

of sequential data, such as text and videos. Furthermore, it should be unsupervised and not require

anomaly labels. Since time series are sequences, the proposed approach should consider the temporal

dependencies intrinsic to time series data. It should also be scalable to large-scale datasets and com-

putationally efficient to allow fast and real-time detection. Finally, it should introduce a novel framework

for anomaly detection in time series data and, thus, add a new contribution relatively to previous works.

Developing an approach such that all the aforementioned requirements are fulfilled is both the objec-

tive and the major challenge of this Master Thesis.

1.6 Thesis Outline

This Thesis is organized in five chapters. In Chapter 2 is reviewed the relevant background on

deep learning (including autoencoders, recurrent neural networks, sequence to sequence models and

attention mechanisms), are explained the principles behind autoencoder-based AD and is presented a

brief overview of related recent work using this class of models. Chapter 3 introduces the proposed

approach for anomaly detection, which relies on two fundamental stages: representation learning and

detection. The representation learning model, based on an autoencoder, is described in detail and

afterwards are proposed different detection strategies. Chapter 4 presents the results obtained using

two datasets coming from different fields: energy and healthcare. These results are, then, analysed in

detail and discussed. Finally, in Chapter 5, are presented the conclusions and insights provided by the

results, are discussed several lines of future work and are summarized the main contributions of this

Thesis. This Thesis also includes an appendix with the publications made during its execution.
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Chapter 2

Background & Theory

The revolution will not be supervised.

Yann LeCun

2.1 Autoencoders

Autoencoders (AE) [Rumelhart, Hinton, and Williams, 1986; Bourlard and Kamp, 1988] are neural

networks trained in an unsupervised fashion that aim to reconstruct their input. They consist of two

parts: an encoder and a decoder. The encoder is a function f that maps input data x ∈ Rdx to a latent

code/representation z ∈ Rdz . It has the form:

z = f(x) = sf (Wx + bz) (2.1)

where sf denotes an activation function (often non-linear), W ∈ Rdz×dx is a weight matrix and bz ∈ Rdz

is a bias vector.

The decoder is function g that maps back from latent code to input space (reconstruction).

x̂ = g(z) = g(f(x)) = sg (W′z + bx) (2.2)

where sg is the activation function of the decoder, W′ ∈ Rdx×dz is a weight matrix and bx ∈ Rdx is a bias

vector. Sometimes, the weight matrix of the decoder is the transpose of the encoder weight matrix, i.e.

W′ = W>. In that case the autoencoder has tied weights.

The autoencoders training procedure consists of finding the set of parameters θ = (W,bz,bx) that

minimize a loss function, L(x, g(f(x))), which measures the quality of the reconstructions and, thus, by

making the output reconstruction x̂ as close as possible to the original input x. A typical choice for the

loss is the mean squared error.

L(x, g(f(x))) = ‖x− x̂‖22 (2.3)
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Autoencoders can be under-complete, i.e. their latent code z has a lower dimensionality than the input

space x and, in that case, they are forced to learn a compressed representation of the data. In this

framework, an autoencoder can be used for dimensionality reduction (DR) tasks. In fact, if the autoen-

coder has just one hidden layer and if the functions are linear and the loss is the mean squared error, an

autoencoder is provably equivalent to Principal Component Analysis (PCA), while the weights to the K

hidden units will span the same subspace as the first K principal components of the data [Murphy, 2012;

Goodfellow et al., 2016]. Furthermore, if the activation functions are non-linear, autoencoders can find

non-linear representations of the data and, therefore, they are a powerful generalization of PCA that has

experimentally demonstrated impressive results in the past [Hinton and Salakhutdinov, 2006].

x

Rdx

z

Rdz

(Latent Space)

x̂Input Reconstruction

Encoder Decoder

Figure 2.1: Illustration of an autoencoder network.

2.1.1 Denoising Autoencoders

Denoising autoencoders (DAEs) [Vincent et al., 2008; Bengio et al., 2013] learn to reconstruct an

input data point, x, from a corrupted version of it, x̃. The process starts by corrupting the initial input

x into x̃ by means of a stochastic mapping p(x̃|x). The corrupted input in then mapped to a hidden

representation/code similarly to a conventional autoencoder, z = f(x̃), from which the reconstruction is

derived, x̂ = g(z). The training objective usually consists on minimizing a loss function L(x, g(f(x̃))).

The corruption process at the input level typically consists on adding Gaussian noise to the inputs, as in

equation 2.4, or on randomly setting a fraction of the inputs to zero (zero-masking noise).

x̃ ∼ p(x̃|x), p(x̃|x) = Normal(x|0,σ2
nI) (2.4)

The denoising autoencoding procedure allows the autoencoder to be robust to data with white noise

and to learn only the meaningful patterns of the data, while learning useful and expressive feature

representations.
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2.1.2 Sparse Autoencoders

The sparse autoencoder is an autoencoder whose loss function includes a sparsity penalty (Ω) on

the code layer. By doing so, the autoencoder training objective aims to minimize a reconstruction loss,

while promoting sparsity in the code layer.

L(x, g(f(x))) + Ω(z) (2.5)

Sparse autoencoders are usually employed to learn features for another task, such as supervised clas-

sification, that depends on these (sparse) features. An autoencoder that has been regularized to be

sparse is likely to respond to unique statistical features of the dataset it has been trained on, rather than

simply acting as an identity function [Goodfellow et al., 2016, Ch. 14]. By doing so, a training objective

that includes both a reconstruction term and a sparsity penalty leads to a model that has learned useful

features as a by-product.

There are various forms of sparsity that can be adopted. For instance, the sparsity penalty can be

defined as the `1-norm of the code z, weighted by a parameter λ. In this case,

Ω(z) = λ

dz∑

i=1

|zi| (2.6)

2.1.3 Variational Autoencoders

Preliminaries

Consider the latent variable model of parameter θ with the following factorization:

pθ(x, z) = pθ(z)pθ(x|z) (2.7)

where x is the observed variable and z is the latent variable. In the context of Bayesian learning, pθ(z)

is often referred to as the prior distribution over z, since it is not conditioned on any observations, and

pθ(x|z) is the likelihood of the observation x, given the latent code z. In this framework, the inference

problem refers to the computation of the posterior distribution pθ(z|x), that is to say, the conditional

density of the latent variables given observations. The posterior distribution can be written as:

pθ(z|x) =
pθ(x, z)

pθ(x)
(2.8)

where pθ(x) is the marginal distribution over the observed variables (also referred to as marginal likeli-

hood or model evidence). The model evidence is obtained by marginalizing out the latent variables from

the joint probability distribution over both the observed variables and the latent variables, pθ(x, z), as in

equation 2.9.

pθ(x) =

∫

z

pθ(x, z)dz (2.9)

One of the main difficulties in this kind of probabilistic graphical models is that the evidence integral is
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intractable by analytical methods and does not have a closed form solution. For solving this problem can

be adopted several approximate inference techniques, such as Variational Inference (VI) and Markov

Chain Monte Carlo (MCMC). In the context of Variational Autoencoders, variational inference is often

employed to solve the inference problem and it does so by turning it into an optimization one.

Variational inference aims to find a variational approximation qφ(z|x) of the intractable true posterior

distribution pθ(z|x) by minimizing the Kullback-Leibler (KL) divergence between both. The KL-divergence

(DKL) is a measure of dissimilarity between distributions and, thus, the lower the divergence the higher

the similarity between the distributions. If q and p are two continuous probability distribution, the KL-

divergence is given by:

DKL(q‖p) =

∫

z

q(z) log
q(z)

p(z)
dz (2.10)

The optimization problem aims to find the approximate posterior parameters φ such that the KL-divergence

between qφ(z|x) and pθ(z|x) is minimized:

q∗(z) = argmin
φ

DKL

(
qφ(z|x)‖pθ(z|x)

)
(2.11)

Overview

The Variational Autoencoder (VAE) [Kingma and Welling, 2013; Rezende et al., 2014] is a deep

generative model rooted in Bayesian inference that constrains the code z of the autoencoder to be a

random variable distributed according to a prior distribution pθ(z). The VAE can be analysed from a

graphical model perspective, with the representation illustrated in Figure 2.2.

N

z

x

φ θ

Figure 2.2: The VAE as a (directed) graphical model.

Since the true posterior pθ(z|x) is intractable for a continuous latent space z, the previously described

Variational Inference technique is often used to solve this intractable posterior inference problem in a

tractable way. Therefore, it is introduced a variational approximation qφ(z|x) of the true posterior pθ(z|x),

which if often called the encoder or recognition/inference network. The parameters of the encoder, φ, are

called the variational parameters and can be derived using deep neural networks. The prior distribution

over the latent variables, pθ(z), is often a standard isotropic Normal (diagonal co-variance matrix, with

Σp = I). In that case, the encoder is designed to output the mean, µz, and the standard deviation, σz,
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parameters of the approximate posterior distribution:

(µz,σz) = Encoderφ(x) (2.12)

qφ(z|x) = Normal(µz,σzI) (2.13)

The decoder network (generative model), pθ(x|z), parametrizes the likelihood of data x, given the latent

code z. The decoding distribution is usually a multivariate Normal or Bernoulli, depending on the type

of data being continuous or binary, respectively.

Figure 2.3 shows a graphical representation of a variational autoencoder.

x z

µz

σz

Variational Latent Space

µx

σ2x

Input

Encoder
qφ(z|x)

Decoder
pθ(x|z)

Figure 2.3: Graphical representation of a variational autoencoder.

Figure 2.4 illustrates the encoder and decoder mappings in a variational autoencoder.

Rdx

x−space

Prior
pθ(z)

z−space

Rdz

Encoder
qφ(z|x)

Decoder
pθ(x|z)

Figure 2.4: Encoder and decoder mappings between the input x-space and the z-space of representa-
tions.
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Training Objective

The optimization objective of the VAE, similarly to other variational techniques, is the evidence lower

bound (ELBO), also referred to as variational lower bound. Given an inference model qφ(z|x), the ELBO

can be derived as follows:

log pθ(x) = Eqφ(z|x)
[

log pθ(x)
]

(2.14)

= Eqφ(z|x)

[
log

pθ(x|z)pθ(z)

pθ(z|x)

]
(Bayes Rule) (2.15)

= Eqφ(z|x)

[
log

pθ(x|z)pθ(z)

pθ(z|x)

qφ(z|x)

qφ(z|x)

]
(2.16)

= Eqφ(z|x)
[

log pθ(x|z)
]
− Eqφ(z|x)

[
log

qφ(z|x)

pθ(z)

]
+ Eqφ(z|x)

[
log

qφ(z|x)

pθ(z|x)

]
(2.17)

= Eqφ(z|x)
[

log pθ(x|z)
]
−DKL

(
qφ(z|x)‖pθ(z)

)
︸ ︷︷ ︸

=LELBO(θ,φ;x)

+DKL

(
qφ(z|x)‖pθ(z|x)

)
︸ ︷︷ ︸

≥0

(2.18)

In equation 2.18, the first term is the Evidence Lower Bound and the second term is the Kullback-Leibler

divergence (DKL) between the approximate posterior qφ(z|x) and the true posterior pθ(z|x). Since the

KL-divergence is always non-negative, the ELBO is a lower bound on the log-likelihood of the data.

LELBO(θ, φ; x) = log pθ(x)−DKL (qφ(z|x)‖pθ(z|x)) (2.19)

≤ log pθ(x)

The VAE training objective is to maximize the ELBO and, therefore, to minimize the loss function given

by equation 2.20.

LVAE(θ, φ; x) = −Eqφ(z|x)
[

log pθ (x|z)
]

+DKL(qφ (z|x) ‖pθ(z)) (2.20)

The Reparameterization Trick

The VAE computational graph includes a probabilistic node that refers to the sampling process of the

latent variable from the approximate posterior. However, when training the model with Stochastic Gradi-

ent Descent this leads to an issue, since it is not possible to differentiate the objective with respect to the

variational parameters φ because the gradients can not be backpropagated through the latent variable

z. Therefore, Kingma and Welling [2013] and Rezende et al. [2014] proposed the reparametrization trick

for overcoming this problem. This trick consists on sampling an auxiliary (and external) random variable

ε from a fixed distribution, Normal(0, I), and then apply a variable transformation as in equation 2.21.

z = µ+ σ � ε, ε ∼ Normal(0, I) (2.21)

where µ and σ are the variational parameters derived from the encoder.

Figure 2.5 illustrates the computational graph behind the reparametrization trick.
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Original form

z ∼ qφ(z|x)

f

φ x

Reparametrized form

z = g(φ,x, ε)

f

φ x ε

∼ p(ε)

Figure 2.5: Representation of the reparameterization trick. The parameters φ of the approximate poste-
rior affect the objective f by means of the latent variable z ∼ qφ(z|x). Since it is not possible to differen-
tiate f with respect to φ because the gradients can not be backpropagated through the random variable
z, it is introduced an external random variable ε sampled from a fixed distribution p(ε) = Normal(0, I)
and then it is executed a simple variable transformation.

Optimization of the ELBO

The optimization of the evidence lower bound is performed using a stochastic optimization procedure

proposed in the VAE original paper by Kingma and Welling [2013]. They called this algorithm Auto-

Encoding Variational Bayes (AEVB).

Algorithm 1 Auto-Encoding Variational Bayes Algorithm
Input:
X : Dataset
qφ(z|x): Inference/recognition Model
pθ(x, z): Generative Model

Output:
θ, φ: Learned parameters

(θ, φ)← Initialise parameters
while SGD not converged do
M∼ X (Draw a random mini-batch of data)
ε ∼ p(ε) (Random noise for every point within the mini-batchM)
Compute L(θ, φ;M, ε) and its gradients ∇L(θ, φ;M, ε)
Update θ and φ using a SGD optimizer

end while

The stochastic optimization procedure in the AEVB algorithm is two-fold, since the noise introduced by

either the random choice of a mini-batchM and by the sampling step ε ∼ p(ε).
Given a dataset X =

{
x(n)

}N
n=1

composed by N independent and identically distributed examples, the

global evidence lower bound objective is the sum over the evidence lower bounds of all individual data

points x(n) within X .

LELBO(X ) =
∑

x(n)∈X
LELBO(x(n)) (2.22)
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2.2 Recurrent Neural Networks

2.2.1 Overview

Feed-forward neural networks and several other machine learning models assume data is indepen-

dent and identically distributed (i.i.d.) in time or in space. In many applications involving time series, text

and videos, data is sequential and, therefore, this assumption does not hold.

Recurrent Neural Networks (RNNs) are powerful sequence learners that overcome this limitation by

introducing memory into the network. They receive as input a sequence of dx-dimensional vectors

x = (x1,x2, ...,xT ) and process them one at a time. For each input vector xt, the recurrent neural

network updates its memory and produces a hidden state ht ∈ Rdh . This hidden state is a summary of

the sequence of vectors seen by the network up to timestep t, i.e. (x1,x2, ...,xt). The main feature of

recurrent networks is the feedback connection between hidden units across time that stablish a recur-

rence mechanism. This recurrence mechanism defines how the hidden states ht are updated. At each

time step t, the hidden state ht of a RNN in its simplest form (”vanilla” RNN) is updated based on the

current input (xt) and the hidden state at the previous timestep (ht−1), as in equation 2.23.

ht = f(Uxt + Wht−1 + b) (2.23)

In equation 2.23, f is typically a non-linear function such as the sigmoid or the tanh. U ∈ Rdh×dx and

W ∈ Rdh×dh are weight matrices to be learned that describe the input-to-hidden and the hidden-to-

hidden connections and b ∈ Rdh is a bias vector. Moreover, the initial hidden state h0 is often set to 0.

The RNN can produce an output vector at each timestep (ŷt ∈ Rdy ).

ŷt = g(Vht + c) = g(ot) (2.24)

In equation 2.24, V ∈ Rdy×dh is a weight matrix that describes the hidden-to-output connections and

c ∈ Rdy is a bias vector. The function g used to produce the output ŷt depends on the application.

For instance, in a classification problem, g is often the softmax function, which produces a probability

distribution over classes. In a regression task, g can be a fully connected neural network.

All the parameters (weights and biases) are shared between all time steps.

2.2.2 Training

RNNs training is often executed using mini-batch Stochastic Gradient Descent (SGD) algorithms.

These algorithms use a random subset of training examples (a mini-batch,M) to compute the gradients

and update the weights, one at a time. By considering a mini-batch of examples, training is more stable

and consistent relatively to the ”online” setting, which updates the gradients using only a single example,

and more efficient than the full-batch setting, which needs to go through all examples before performing

an update. Finally, the matrix-vector multiplications behind RNNs can be performed as matrix-matrix

multiplications using mini-batches of samples and these can be efficiently deployed on GPUs. In a
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Figure 2.6: A ”Vanilla” Recurrent Neural Network.

simplified fashion, the update rule for the weights is given by equation 2.25.

W←W − η∇WL (2.25)

In equation 2.25, W denotes the model weights, η the learning rate (or step size) and ∇WL the gradient

of the loss function with respect to the model weights. The objective is to update the model weights W

along the opposite direction of the gradient, such that the loss is minimized.

The update of the weights is performed during a pre-defined number of updates or until the loss L
becomes lower than a threshold. Stochastic Gradient Descent might not find a global optimum, but if the

learning rate is reduced during training it will find a local optimum. Several variants of SGD algorithms

were proposed over time, such as AMS-Grad [Reddi et al., 2018], Adam [Kingma and Ba, 2014], RMS-

Prop [Tieleman and Hinton, 2012] and AdaGrad [Duchi et al., 2011].

2.2.3 Backpropagation Through Time

RNNs are trained with special backpropagation algorithm called Backpropagation Through Time

(BPTT). For computing the gradients and similarly to the backpropagation algorithm in feed-forward

neural networks, BPTT makes use of the chain rule for differentiation.

The computation of the gradient with respect to the parameters V of the output layer, ot, is given by:

∇VLt = (∇ŷtLt) (∇Vŷt) (2.26)

= (∇ŷtLt) (∇ot ŷt) (∇Vot) (2.27)

The computation of the gradient with respect to the weights W of the recurrent layer is more tricky:
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∇WLt = (∇ŷtLt) (∇Wŷt) (2.28)

= (∇ŷtLt) (∇ot ŷt) (∇Wot) (2.29)

= (∇ŷtLt) (∇ot ŷt) (∇htot) (∇Wht) (2.30)

The problem is that the last term in equation 2.30, which is the gradient of the ht with respect to W

depends on ht−1 and so on. This recursion requires multiple applications of the chain rule in order to

compute the gradient.

Finally, in BPTT, the total gradient is obtained by summing the contribution of the gradients for all

timesteps t.

∇WL =

T∑

t=1

∇WLt (2.31)

By doing so, the gradient computation and the weight updates are performed based on the contributions

of individual timesteps. This procedure clarifies that a recurrent neural network unrolled is analogous to

a feed-forward neural network whose weights are shared over layers.

Furthermore, in practice, it is often used a variant of the BPTT algorithm called Truncated Backprop-

agation Through Time (TBPTT). TBPTT processes a given input sequence one timestep at a time, and

every k1 timesteps, it executes BPTT for k2 timesteps. By doing so, the update of a parameter can be

very efficient if k2 is small and the hidden states have been exposed to many timesteps and so may

contain useful information about the far past [Sutskever, 2013].

2.2.4 Why RNNs?

Recurrent Neural Networks have been applied to sequence modelling tasks and attained state of the

art performance in applications such as speech recognition [Graves et al., 2013]. However, the problem

of modelling sequences has been tackled for decades using other models, whose most prominent one

is the Hidden Markov Model (HMM). Therefore, a justification for using RNNs rather than other models

like HMMs is required.

Recurrent Neural Networks and Hidden Markov Models are both powerful sequence learners that share

some similarities in their architecture. For instance, either HMMs and RNNs have hidden states. How-

ever, in HMMs the state at a current timestep depends only on the previous state and, thus, they make a

Markovian assumption on the temporal structure of the data that constrains the model effectiveness. On

the other side, the hidden state of a RNN is shared (or distributed) over time and, therefore, it can capture

temporal dependencies from a larger history of previous states, making RNNs have significantly richer

memory and computational capacity. While it is possible to extend a HMM to consider a larger context

window this procedure would grow the state space exponentially with the size of the window, making the

model computationally inefficient for modelling long-range dependencies [Graves et al., 2014].

Finally, RNNs are also proven to be Turing complete [Siegelmann and Sontag, 1991], that is to say, in

general terms, any computation a computer can execute can be expressed by a RNN.
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2.2.5 Long Short-Term Memory Networks

Despite the effectiveness of RNNs for modelling sequential data, they suffer from the vanishing gradi-

ent problem, that arises when the output at timestep t depends on inputs much earlier in time. Therefore,

Long Short-Term Memory networks (LSTMs) [Hochreiter and Schmidhuber, 1997; Graves, 2013] were

proposed to overcome this problem. They do so by means of a memory cell and three gates. The

memory cell stores information about the input sequence x across timesteps. The information flow from

and to the memory cell is controlled by gates. The gates are functions that control the proportion of the

current input to include in the memory cell (it), the proportion of the previous memory cell to forget (ft)

and the information to output from the current memory cell (ot). The memory updates, at each timestep

t, are computed as follows:

it = σ(Wiht−1 + Uixt + bi) (2.32)

ft = σ(Wfht−1 + Ufxt + bf ) (2.33)

ot = σ(Woht−1 + Uoxt + bo) (2.34)

ct = ft � ct−1 + it � tanh(Wcht−1 + Ucxt + bc) (2.35)

ht = ot � tanh(ct) (2.36)

In the previous equations, it, ft, ot, ct and ht denote the input gate, the forget gate, the output gate, the

memory cell and the hidden state, respectively. σ is often a smooth function such as the sigmoid. The

other parameters are weight matrices to be learned. The initial hidden state and memory cell are also

parameters to be learned or, instead, to be initialized with zeros.

The aforementioned vanishing gradient problem is prevented by the gates, in particular, by the forget

gate. Figure 2.7 shows a schematic representation of a LSTM cell.

LSTMs can still not integrate information from future instants of time and, therefore, Bidirectional

Long Short-Term Memory networks (Bi-LSTM) [Graves et al., 2005] were proposed. Bi-LSTMs exploit

the input sequence x in both directions by means of two LSTMs: one executes a forward pass and the

other a backward pass. Hence, two hidden states (
−→
h t and

←−
h t) are produced at each timestep t, one in

each direction. These states act like a summary of the past and the future. The hidden states at similar

timesteps are often aggregated into a unique vector ht =
[−→

h t;
←−
h t

]
that represents the whole context

around timestep t, typically through concatenation.
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Figure 2.7: Internal representation of a Long Short-Term Memory Network.
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2.3 Sequence to Sequence Models

Recurrent Neural Networks, described in section 2.2, are able to map sequences into fixed-length

vectors. However, in many applications dealing with sequential data, such as machine translation,

speech recognition and time series forecasting, it is useful to convert sequences into sequences. The

sequence to sequence (Seq2Seq) learning framework is often linked with a class of encoder-decoder

models that was developed precisely for solving this problem of mapping variable-length sequences

into variable-length sequences using RNNs. Introduced for the first time by Cho et al. [2014] and

shortly after by Sutskever et al. [2014], in the context of machine translation, these architectures at-

tained state of the art performance in translation tasks and revolutionized the way machine translation is

performed. These models operate as follows. The encoder is a recurrent neural network (e.g., LSTM)

that reads a variable-length input sequence x = (x1,x2, ...,xTx) ∈ RTx×dx and converts it into a fixed-

length vector representation (or context vector), z ∈ Rdz , and the decoder is another recurrent neu-

ral network that takes this vector representation and converts it back into a variable-length sequence

y = (y1,y2, ...,yTy) ∈ RTy×dy . In the simplest encoder-decoder architecture, it is assumed that the

final encoder state has captured all the relevant information of the input sequence and, thus, acts like

a summary of it. The learned vector representation corresponds, in this scenario, to this final encoder

hidden state, i.e. z = he
T . Figure 2.8 shows a representation of a Seq2Seq model.

x1 x2 x3

. . .

xTx

y1 y2 y3

. . .

yTy

Input

Hidden Layer

Output

z

Learned Representation

Figure 2.8: Example of an encoder-decoder sequence to sequence model. The encoder reads an input
sequence, x, and converts it into a fixed-size vector representation, z, and the decoder takes this vector
representation and transforms it back into another sequence, y.

Seq2Seq models can operate under difference settings, depending on the problem being considered.

A particular instance of a Seq2Seq model is the Seq2Seq Autoencoder [Srivastava et al., 2015], in which

the input and output sequences are aligned in time (x = y) and, thus, have equal lengths (Tx = Ty). The

model learns to reconstruct the input sequence from an intermediate code (the vector representation

z) and, therefore, it resembles the conventional auto-encoding principle at the core of (feed-forward)

autoencoders, now extended to tackle sequential data and its temporal dependencies using recurrent

neural networks. At the same time, the Seq2Seq Autoencoder is a straightforward way of reducing

datasets of sequences, X = {x(n)}Nn=1, x(n) ∈ Rdx , into data points living in a latent space Z =

{z(n)}Nn=1, z(n) ∈ Rdz , often with a lower dimensionality (dz < dx).
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2.4 Attention Mechanisms

The idea of integrating Attention in neural network models is partially inspired by the human attention

system that has the ability of selecting stimulus during the early stages of processing based on elemen-

tary stimulus features [Hübner et al., 2010]. An interesting example is the human visual system that

can selectively focus its attention on parts of the visual space in order to acquire information when and

where it is required and to build its own representation of the scene.

Sequence to Sequence models have their weakness in tackling long sequences (e.g., long time se-

ries), mainly because the intermediate fixed-length vector representation does not have enough capacity

to capture information from the entire input sequence, x. In other words, longer sequences need to be

encoded into the same fixed-length vector representation or context vector.

Rooted in the mechanism behind the human attention system, Attention Mechanisms (AM) were

proposed to overcome this limitation by allowing the decoder to selectively attend to relevant encoded

hidden states.

Several attention models were proposed in the past few years [Bahdanau et al., 2014; Luong et al.,

2015] and, in general, they operate as follows. At each timestep t, during decoding, the attention model

computes a context vector ct obtained by a weighted sum of the encoder hidden states. The weights

of the sum, aij , are computed by a score function that measures the similarity between the currently

decoded hidden state, hd
t , and the encoded hidden states he = (he

1,h
e
2, ...,h

e
T ). Afterwards, these

scores are normalized using the softmax function, so that they sum to 1 along the second dimension.

The computation of the weights and context vectors can be described as follows:

ati =
exp (score(hd

t ,h
e
i ))∑T

j=1 exp (score(hd
t ,h

e
j))

(2.37)

ct =

T∑

j=1

atjh
e
j (2.38)

The score can be computed using, for instance, the following similarity functions [Luong et al., 2015]:

score(hd
t ,h

e
i )=





(
hd
t

)>
he
i dot-product

(
hd
t

)>
Wah

e
i general

(2.39)

Figure 2.9 illustrates an attention mechanism.

Even though Attention was developed mainly in the framework of Natural Language Processing

(NLP) tasks involving text data, it can be applied to other problems dealing with other types of data

such as time series and videos. Attention mechanisms have shown an impressive success in a variety

of applications such as machine translation [Bahdanau et al., 2014], image classification [Wang et al.,

2017], speech recognition [Chorowski et al., 2015], pose estimation [Parisotto et al., 2018], sentence

summarization [Rush et al., 2015] and image captioning [Xu et al., 2015]. In fact, attention is a natural

extension of approaches based on Seq2Seq models for any kind of sequential data.
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Figure 2.9: Example of an Attention Mechanism. The encoder processes an input sequence x. At each
decoding timestep t, the attention model computes a context vector, ct, as a weighted sum of all the
encoded hidden states.

2.5 Autoencoder-based Anomaly Detection

The application of autoencoders in anomaly detection tasks has increased significantly over the past

few years. Such interest has came together with the increasing trend of adopting unsupervised learning

approaches that are foreseen to play an important role in the future of machine learning [LeCun, Bengio,

and Hinton, 2015].

The main idea behind autoencoder-based anomaly detection is to focus on what is normal, rather

than modelling what is anomalous. The autoencoder is trained to reconstruct data with normal pattern

(e.g., normal time series) by minimizing a loss function that measures the quality of the reconstructions.

After training, the model is able to reconstruct well data with normal pattern, while it fails to reconstruct

anomalous data, since it never saw them during training. The detection is performed using the recon-

struction metrics as anomaly score (e.g., reconstruction error) or using the latent space representations,

by considering the low-dimensional manifold of normal data as a reference to evaluate unseen observa-

tions.

This approach has several advantages over other methodologies based on supervised learning mod-

els that try to classify an anomaly within a set of pre-identified ones. First, in several applications of inter-

est such as fault detection, fraud detection or cyber-security, new anomalies might appear (for instance,

new attacks or new types of fraud can emerge). By learning what is normal, the model is ready to even

detect data with (anomalous) patterns never seen during training.
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2.5.1 Related Work

The related work on anomaly detection using five classes of approaches was previously described

in section 1.3. However, since the proposed approach will be based on an autoencoder architecture it is

important to describe in detail the relevant recent work on AD using this methodology.

The work on anomaly detection in time series data has increased significantly over the past few

years and has benefited from the progress made in Deep Learning. In particular, Seq2Seq and Autoen-

coder models have been more and more applied to anomaly detection tasks in sequential data, mainly

due to the lack of labelled datasets in the context of real applications. Using this framework, Malhotra

et al. [2015] proposed a prediction-based approach based on LSTMs and used the distribution of the

prediction errors for computing an anomaly score. However, this prediction-based approach is not able

to predict time series affected by external changes. Later on, reconstruction-based approaches were

proposed to overcome this limitation, such as Malhotra et al. [2017], that instead of predicting future

observations try to reconstruct the input sequence and, then, use the reconstruction errors as anomaly

scores.

After the introduction of the Variational Autoencoder by Kingma and Welling [2013], An and Cho [2015]

proposed an anomaly detection approach based on a (feed-forward) VAE and introduced a novel prob-

abilistic anomaly score that takes into account the variability of the data (the reconstruction probability ).

Bayer and Osendorfer [2014] used variational inference and recurrent neural networks to model time

series data and introduced Stochastic Recurrent Networks (STORNs), that were subsequently applied

to anomaly detection in robot time series data [Sölch, 2015; Sölch et al., 2016]. Recently, Park et al.

[2017] applied a LSTM-based VAE for anomaly detection in robot assisted feeding data and introduced a

progress-based prior for the latent variables, z. Finally, Xu et al. [2018] applied a VAE to find anomalies

in seasonal Key Performance Indicators (KPIs) time series and provided a theoretical explanation for

VAE-based anomaly detection. These works summarize the recent approaches proposed for anomaly

detection in sequential data using autoencoders and sequence to sequence models.
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Chapter 3

Proposed Approach

Our machines are dumb and we are just

trying to make them less dumb.

Yoshua Bengio

This chapter presents the proposed approach, which consists of two fundamental stages: representation

learning (section 3.1) and detection (section 3.2).

Given a dataset of N independent and identically distributed (i.i.d.) sequences X = {x(n)}Nn=1,

x(n) =
(
x
(n)
1 ,x

(n)
2 , ...,x

(n)
T

)
∈ RT×dx (e.g., a dataset of N dx-dimensional time series with T timesteps),

the representation learning task aims to learn a set of expressive vector representations Z = {z(n)}Nn=1,

while providing reconstructions of the input data obtained from z.

The second component is the detection task. Detection refers to the problem of finding whether a given

example x(n) is normal or anomalous. Since the representation learning model provides either rep-

resentations of data and the parameters of their reconstructions, detection can be executed over two

spaces: the z-space of latent representations and the input x-space.

It is important to stress, beforehand, that anomaly detection in time series data, without loss of generality

for other types of sequential data, can be executed at two different levels of detail: either by providing an

anomaly score for each observation x
(n)
t ∈ Rdx within a sequence x(n) or, at a higher level, by assigning

a single anomaly score to the whole sequence x(n). The main difference between both settings is that

the latter does not provide information regarding the temporal location of the anomaly in the sequence.
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3.1 Representation Learning

3.1.1 Overview

At the heart of this Thesis lies a representation learning model. Learning good representations of

data allows to understand the data in meaningful ways and makes it possible to execute further tasks

using those representations. In this Thesis, the representations are learned for anomaly detection. First

of all, in such framework, it is important to define what is, indeed, a good representation of the data.

Good representations are those that capture posterior beliefs about explanatory causes of data, that

disentangle their underlying factors of variation [Bengio et al., 2012].

3.1.2 Model

The representation learning model in this Thesis is based on a Variational Recurrent Autoencoder

(VRAE): a variational autoencoder whose encoder and decoder are recurrent neural networks. All the

components/layers of the proposed model are described in detail in this part.

Input Layer

The model receives as input a sequence of observations x = (x1,x2, ...,xT ). Then, it is applied a de-

noising autoencoding criterion, similarly to the idea of the denoising autoencoder (previously described

in subsection 2.1.1), but now extended to the variational auto-encoding framework [Bengio et al., 2015b].

This is performed through a corruption process, p(x̃|x), with additive Gaussian noise (zero-mean).

x̃ ∼ p(x̃|x), p(x̃|x) = Normal(x|0,σ2
nI) (3.1)

By doing so, the autoencoder is forced to learn how to reconstruct the clean version of the inputs, x,

from the corrupted one, x̃. Since it is a regularization technique, this phase is only active at training time.

Encoder

The encoder is parametrized using a Bidirectional Long-Short Term Memory network with tanh activation

that produces a sequence of hidden states in both directions, forward −→ and backward ←−. The final

encoder hidden states of both passes are concatenated with each other in order to produce a unique

vector he
T =

[−→
h e
T ;
←−
h e
T

]
.

Variational Layer

The prior distribution over the latent variables, pθ(z), is defined as an isotropic Normal distribution, i.e.

pθ(z) = Normal(0, I). The variational parameters of the approximate posterior q̃φ(z|x), the mean µz and

the standard deviation σz, are derived from the final encoder hidden state, he
T , using two fully connected

layers with Linear and SoftPlus activations, respectively. The SoftPlus function is adopted to ensure

that the standard deviation is parametrized as non-negative and using a smooth function. Since p(x̃|x)

(input corruption process) and qφ(z|x) both have Normal distributions, the approximate posterior given
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a corruption distribution around x, denoted q̃φ(z|x), can be represented as a mixture of Gaussians as

noted by Bengio et al. [2015b]. However, for computational convenience and following the approach of

Park et al. [2017] a single Gaussian is employed, i.e. q̃φ(z|x) ≈ qφ(z|x̃). The latent variables are then

obtained by sampling from the approximate posterior, z ∼ Normal(µz,σ
2
zI), using the reparametrization

trick,

z = µz + σz � ε (3.2)

where ε ∼ Normal(0, I) is an auxiliary noise variable and � represents an element-wise product.

Attention

The model is integrated with a novel attention mechanism, specially designed in the context of this The-

sis, called Variational Self-Attention Mechanism (VSAM). The motivation behind such model is described

as follows. Previous attention models are able to deal with variable-length output sequences and com-

pute the context vectors ct dynamically, at each timestep, during the decoding process. VSAM makes

attention more suited and efficient for the particular kind of model employed in this work - a Variational

Seq2Seq Autoencoder - whose input and output sequences are similar and, in particular, have the same

length. The proposed mechanism combines two different ideas recently introduced: the variational ap-

proach to attention [Bahuleyan et al., 2017] and the self-attention (or intra-attention) model employed in

Transformer [Vaswani et al., 2017] (a very successful model developed for Natural Language Process-

ing (NLP) tasks based on self-attention). In general, a simple self-attention model receives as input a

sequence of vectors and outputs a sequence of context vectors ct with the same length (T ), each one of

them computed as a weighted sum of all the input vectors. In detail, the proposed mechanism works as

follows. First, the relevance of every pair of encoded hidden states he
i and he

j is scored (3.3) using the

scaled dot-product similarity. The use of the dot-product as relevance measure makes the self-attention

model more efficient than previous attention mechanisms that need to learn a similarity matrix.

sij = score(he
i ,h

e
j) =

(he
i )
>

he
j√

dhe

(3.3)

In equation 3.3, dhe is the size of the encoder Bi-LSTM hidden state. Afterwards, the attention weights

aij are computed by normalizing the scores over the second dimension, as in equation 3.4, where

at = (at1, at2, ..., atT ). This normalisation ensures that, for each timestep t,
∑T
j=1 atj = 1.

at = softmax(st) (3.4)

Finally, for deriving the new context-aware vector representations, ct, a variational approach is adopted.

This choice is motivated by the bypassing phenomenon pointed out by Bahuleyan et al. [2017]. In fact,

if the decoder has a direct and deterministic access to the encoder hidden states through attention, the

latent code z may not be forced to learn expressive representations, since the self-attention mechanism

could bypass most of the information to the decoder. This problem can be solved by applying to the

context vectors ct the same constraint applied to the latent variables of the VAE, that is to say, to model

ct, ∀t=(1,2,...,T ), as random variables. To do so, firstly, deterministic context vectors are computed in
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a similar fashion to a conventional self-attention model, cdett =
∑T
j=1 atjhj and, secondly, they are

transformed using another layer, similarly to Bahuleyan et al. [2017]. The prior distribution over the

context vectors is defined as a standard Normal, p(ct) = Normal(0, I), and the variational parameters

of the approximate posterior of the context vectors, q̃aφ(ct|x), mean µct and standard deviation σct ,

are derived in similar fashion to the latent variables z using two fully connected layers, including the

dimensionality (dct = dz). The final context vectors are sampled from the approximate posterior, ct ∼
Normal(µct ,σ

2
ctI). Figure 3.1 illustrates the proposed VSAM.

he
1

x1

he
2

x2

he
3

x3

. . . he
T

xT

cdet1 cdet2 cdet3
. . . cdetT

µc1 σc1 µc2 σc2 µc3 σc3 µcT σcT

c1 c2 c3 cT

Input

Hidden States

Prior:

p(ct) = Normal (0, I)

ct ∼ Normal
(
µct,σ

2
ct
I
)

cdett =
∑T

j=1 atjhj

Figure 3.1: Illustration of the proposed Variational Self-Attention Mechanism (VSAM).

Decoder

The decoder is also a Bi-LSTM with tanh activation that receives, at each timestep t, a latent repre-

sentation z, shared across timesteps, and a context vector ct. Unlike other works that use a Normal

distribution for pθ(xt|z), in this Thesis is used a Laplace distribution with parameters µxt and bxt . The

practical implication of this choice is that the training objective aims to minimize an `1 reconstruction

loss ∝ ‖xt − µxt‖1 rather than an `2 reconstruction loss ∝ ‖xt − µxt‖22. The minimization of `1-norm

promotes sparse reconstruction errors.

The outputs of the decoder are the parameters of the reconstructed distribution of the input sequence

of observations, mean µxt and diversity bxt . These parameters are derived from the decoder hidden

states using two fully connected layers with Linear and SoftPlus activations, respectively.

Activations

The activation functions employed in the proposed model are represented in Figure 3.2.
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x
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Linear

Sigmoid

Hyperbolic Tangent

SoftPlus

Figure 3.2: Activation Functions. Linear is used for deriving the expectation of the latent variables and
the outputs; Sigmoid is used internally in the LSTMs; Hyperbolic Tangent is applied to the encoder and
decoder Bi-LSTM layer; SoftPlus is used in the variance/diversity layers.

Loss Function

The loss for a particular sequence x(n) is given by:

L(θ, φ; x(n)) =−Ez∼q̃φ(z|x(n)), ct∼q̃aφ(ct|x(n))

[
log pθ

(
x(n)|z, c

)]
(3.5)

+ λKL

[
DKL

(
q̃φ(z|x(n))‖pθ(z)

)
+ η

T∑

t=1

DKL

(
q̃aφ(ct|x(n))‖pθ(ct)

)]

The expectation above can be approximated by Monte Carlo sampling by taking L samples from the

approximate posterior of the latent variables z and from the approximate posterior of the context vectors

c = (c1, c2, ..., cT ). In equation 3.5, the parameter λKL weights the reconstruction and KL losses and

the parameter η balances the attention KL loss and the latent space KL loss.

Given a training dataset Xtrain = {x(n)}Nn=1 with N i.i.d. examples, the total loss is the sum of the losses

for all data points x(n).

L(θ, φ;Xtrain) =

N∑

n=1

L(θ, φ; x(n)) (3.6)

The log-likelihood of a sequence x(n) =
(
x
(n)
1 ,x

(n)
2 , ...,x

(n)
T

)
given a latent code z decomposes over

timesteps and can be written as in equation 3.7.

log p(x(n)|z) =

T∑

t=1

log p(x
(n)
t |z) (3.7)

Figure 3.3 illustrates the proposed model.
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Figure 3.3: Proposed Variational Bi-LSTM Autoencoder with Variational Self-Attention Mechanism.
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3.2 Anomaly Detection

The anomaly detection task refers to the problem of finding whether a given observed sequence x

is normal or anomalous. The proposed model makes it possible to perform detection in two different

spaces or domains: in the space of the input variable x, using the reconstruction parameters, and in

the latent variables z-space, using the representations. In this section both detection methodologies are

described in detail.

3.2.1 Reconstruction-based Detection

The reconstruction-based detection strategy is based on the following principle. The Variational Bi-

LSTM Autoencoder with Attention is trained on normal data sequences, so that it learns the normal

pattern of data. At test time, normal sequences are expected to be well reconstructed whereas anoma-

lous ones are not, since the model has not seen anomalous data during training.

Unlike deterministic autoencoders, the proposed model based on VAE reconstructs the distribution

parameters (mean µx and diversity bx, in the case of a Laplace distribution) of the input variable rather

than the input variable itself. Therefore, it is possible to use probability measures as anomaly scores.

One approach is to compute the reconstruction probability, introduced by An and Cho [2015]. The

reconstruction probability is an estimation of the reconstruction term of the VAE loss function by Monte

Carlo integration.

Ezl∼qφ(z|x)
[

log pθ(x|z)
]
≈ 1

L

L∑

l=1

log pθ(x|zl)

The process can be described as follows. First, an input test sequence x is propagated through the

encoder and the posterior parameters µz and σz are obtained in a fully deterministic fashion. Then, L

samples are drawn from an isotropic Gaussian distribution with these parameters. Each sample zl is

propagated through the decoder network that outputs the distribution parameters of the reconstruction.

Afterwards, it is computed the log-likelihood of the input sample x, given a latent code zl drawn from the

approximate posterior distribution. Finally, the reconstruction probability is averaged over all samples

drawn. The process is summarized in Algorithm 2.

Algorithm 2 Reconstruction Probability Score
Input: x ∈ RT×dx
Output: ReconstructionProbability ∈ RT
(µz,σz)← Encoder(x)
for l = 1 to L do

zl ∼ Normal(µz,σz)
(µlx,b

l
x)← Decoder(zl)

scorel ← log p(x|µlx,blx)
end for
ReconstructionProbability ← 1

L

∑L
l=1 scorel

return ReconstructionProbability

The anomaly score itself corresponds to the negative reconstruction probability, so that the lower the

reconstruction probability, the higher the anomaly score.
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There are several advantages in using the reconstruction probability instead of a deterministic recon-

struction error, which is commonly used in autoencoder-based anomaly detection approaches. The first

one is related with the detection threshold. The reconstruction probability does not requires data-specific

thresholds for detecting anomalies, since it is a probabilistic measure. Using such a metric provides a

more intuitive and objective way of analysing the results. The second one is that the reconstruction

probability takes into account the variability of the data. Intuitively, anomalous data has higher variance

than normal data and, hence, the reconstruction probability is likely to be lower for anomalous examples.

The integration of the variability of data concept in anomaly detection enriches the expressive power of

the proposed model relatively to conventional autoencoders. Even though the representations of normal

and anomalous data in the latent space might share the same expectation, µz, the variability of anoma-

lous samples relatively to normal ones is likely to be higher, as pointed out by An and Cho [2015] and,

thus, provide an extra tool to distinguish anomalous examples from the normal ones.

Is is also interesting to compute a (stochastic) reconstruction error (RE) by Monte Carlo sampling

(equation 3.8), which can be used as an alternative anomaly metric.

REz∼qφ(z|x)(x) =
1

L

L∑

l=1

∥∥∥x− E
[
pθ (xl|zl)

]
︸ ︷︷ ︸

µxl

∥∥∥
1

(3.8)

3.2.2 Latent Space-based Detection

The representation learning model learns to map input data sequences x with different patterns into

different regions of the space and, therefore, it is straightforward to use those representations to distin-

guish between normal and anomalous samples. Hence, this detection strategy operates in the space of

representations, rather than in the space of the input data as the reconstruction-based detection does.

Given a set of latent representations, the goal of anomaly detection is to find out whether a given

representation is normal or anomalous. For this purpose, different methodologies can be employed

and they can be either supervised or unsupervised. Since this Thesis aims to develop an unsupervised

framework for anomaly detection the focus is on unsupervised detection methods. However, when

considering latent space-based detection, a supervised model will also be tested, so that it can be used

as a reference for evaluating both frameworks, supervised and unsupervised.

The first latent-space detection method consist on applying unsupervised clustering in the µz space
(
µz = E

[
qφ(z|x)

])
, using hierarchical (agglomerative) clustering, spectral clustering and k -means++.

The second latent-space detection approach takes into account the variability of the latent represen-

tations, rather than just their expectation. For obtaining an anomaly score, it is computed the median

Wasserstein distance [Villani, 2009] between a test sample ztest and NW other samples within the test

set of latent representations, so that the similarity between the posterior distribution of a given sample

and a subset of other samples is used as anomaly score. This methodology works under the assumption

often made in anomaly detection problems that most data are normal. The computations are described
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by equations 3.9 and 3.10.

W (ztest, zi)2 = ‖µztest − µzi‖22 + ‖Σ1/2
ztest −Σ

1/2
zi ‖2F (3.9)

score(ztest) = median{W (ztest, zi)2}NWi=1 (3.10)

In equations 3.9 and 3.10, W denotes the Wasserstein distance and the subscript 2 and F denote the

`2-norm and the Frobenius norm, respectively.

3.2.3 Dimensionality of the Latent Space

The dimensionality of the latent space z, dz, has a major impact on the learning process. Therefore,

it is important to discuss the effect of this hyper-parameter from an anomaly detection point of view.

On one hand, choosing a very small dz would lead to under-fitting to training data and, in that case,

the model might not be able to reconstruct well enough the normal pattern of the sequences. On

the other hand, choosing a too large dz could cause over-fitting to the training data and lead to poor

generalisation. Moreover, with a code of larger size, the model could start learning to reconstruct even

anomalous sequences and, thus, the performance of anomaly detection would be reduced, specially in

terms of false negative examples that would not be detected in this scenario.

Therefore, the choice of the dimensionality of the latent space, dz, is just another instance of the

bias-variance trade-off. In a fully unsupervised scenario, it is difficult to choose this parameter. Very

often in the literature this choice is performed empirically.

31



32



Chapter 4

Experiments & Results

To deal with a 14-dimensional space,

visualize a 3D space and say ”fourteen” to

yourself very loudly. Everyone does it.

Geoffrey Hinton

This Thesis was motivated by a particular application of anomaly detection that aims to find anoma-

lous behaviour in solar energy generation time series data. Nevertheless, one of the goals of this Thesis

was to develop a generic framework for anomaly detection, that is to say, one methodology that could

work for energy data but, at the same time, that could be applied to other time series (univariate or

multivariate) or, in a broader sense, to other kinds of sequential data, such as text and videos. In this

context, to test the effectiveness of the model in data from other fields, another dataset is considered.

It comes from an important application domain of anomaly detection - healthcare - and it consists of

electrocardiogram (ECG) time series, that are a yet challenging problem for machine learning based

anomaly detection approaches, specially in the absence of anomaly labels.

This chapter is organized as follows. In section 4.1, are described the training and detection settings.

Afterwards, in sections 4.2 and 4.3, are explained the results. In particular, it is presented a description

of the dataset, the optimization and regularization settings including the hyper-parameters used in the

experiments, the anomaly detection results and an analysis of the representations learned by the model.

4.1 Training and Detection Modes

The proposed model can operate under two modes: off-line and on-line.

The off-line mode is mostly employed for finding whether an entire sequence is normal or anoma-

lous. Although this framework is mainly applied to sequence classification problems, in which a single

anomaly score or label is produced for an entire sequence, the proposed model outputs reconstructions

parameters and anomaly scores for observations at every timestep t, meaning that it is possible to lo-

calize the anomaly within a given input sequence x. However, in this mode, the scores at particular

timesteps t can depend on future observations within the same window and this is the reason why this
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framework corresponds to an off-line setup. Training is performed with non-overlapping sequences of

length T and the observations within a sequence share a unique representation in the latent space z.

In some applications it might be important to minimize the detection delay and perform anomaly

detection in real-time. This framework requires an on-line strategy. In such scenarios, no information

about future observations can be considered. In the on-line mode, training is executed using overlapping

sequences obtained with a sliding window with a width T < L and a step size of 1. At test time, the

detection is performed without considering observations of future time instants, by feeding up the model

with a window of observations in which the last point corresponds to the current timestep t. Hence, the

anomaly score at time instant t corresponds to the score of the last observation within the sequence

whose last timestep is t. In this mode, for a long sequence with length L, are generated L − T + 1

windows of length T and each one of them has its own representation in the latent space. Since these

windows overlap and, thus, share observations over time, the latent space will exhibit trajectories over

time.
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4.2 Solar Energy Generation Dataset: Results & Analysis

The solar energy generation dataset was provided by C-Side1, a Portuguese company that develops

intelligent solutions in areas such as energy, automation, surveillance and security systems.

The dataset (X ) is composed of univariate time series (dx = 1) of solar photovoltaic (PV) energy genera-

tion coming from about 6000 residential installations distributed across Portugal. The measurements are

acquired by a smart plug installed near the PV panel with a sampling period of 15 min, communicated to a

gateway and stored in [kWh] units. Each installation is expected to produce 96 observations per day. The

dataset includes a total of ≈ 100 million entries, corresponding to roughly 1 million PV production curves.

Solar photovoltaic generation time series are characterised by a strong seasonality, with predominant

seasonal period of a day (24h, 96 samples). An example of a daily production curve in a day without

clouds is shown in Figure 4.1.

t

E

Figure 4.1: Representation of a daily production curve (24h).

The dataset is fully unlabelled, meaning that no information regarding anomalies is available.

The training data was obtained by selecting a subset X normal ⊂ X of 1430 daily sequences with normal

pattern (days without clouds and any kind of anomaly, where the energy generated is as expected).

The dataset of normal sequences was divided into two subsets - a training set X normal
train and a validation

set X normal
val - with a splitting ratio of 80/20, respectively. The data was also normalised to the installed

capacity, so that the range of observed values lies in the interval [0, 1].

4.2.1 Optimization and Regularization

Optimization was executed using AMS-Grad [Reddi et al., 2018] optimizer, a variant of Adam [Kingma

and Ba, 2014], in mini-batches of size 200 (off-line mode) and 10000 (on-line mode), during 1500 epochs.

The learning rate was 0.001 and the network weights were initialized using Xavier initialization [Glorot

and Bengio, 2010]. The full model has 274.958 parameters to optimize. The latent space dimensionality

and the context vectors dimensionality was set to 3. The encoder and decoder Bi-LSTM both have 256

units, 128 in each direction. The noise added to the inputs for the denoising autoencoding criterion has

variance σ2
n = 0.1σ2

x. The gradients were clipped by value with a clip value of 1.0. It was also applied

a KL-annealing scheme [Bowman et al., 2015] that consists on varying the weight λKL during training.

By doing so, λKL is initially close to zero in order to allow accurate reconstructions in the early stages

of training and is gradually increased to promote smooth encodings and diversity. The parameter η that
1Website: www.cside.pt
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balances the two KL-divergence terms - latent space and attention - was 0.01. A sparsity regularizer

was also applied to the activations of the encoder Bi-LSTM [Arpit et al., 2016] that penalizes the `1-norm

of the activations with a weight of 10−8.

4.2.2 Anomaly Detection Results

To illustrate the effectiveness of the proposed approach, some examples of solar energy generation

curves representative of different patterns and behaviours were annotated (Xtest), such as a sequence

with normal pattern used as ground truth, a brief shading, a fault, a spike anomaly, an example of a

daily curve where snow covered the surface of the PV panel and a sequence corresponding to a day

with clouds. Figure 4.2 shows the annotated examples of solar PV generation daily curves and the

corresponding anomaly scores: the reconstruction probability (top bar) and the reconstruction error

(bottom bar), both obtained using L = 512 Monte Carlo samples.
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Figure 4.2: Anomaly scores for some representative sequences: reconstruction probability (top bar) and
reconstruction error (bottom bar). (off-line mode, non-overlapping sequences with T = 96 timesteps).

The training and validation losses are shown in Table 4.1.

Set Training (X normal
train ) Validation (X normal

val )

Loss −3.1457 −3.1169

Table 4.1: Training and validation losses.

The training and validation losses are similar, meaning that the model is not over-fitting to training data

and is able to generalize to unseen (normal) sequences, reconstructing them well.
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The proposed model provides the parameters of the output distribution (mean µx and diversity bx).

As previously mentioned in section 3.2.1, the diversity of the output distribution can improve the anomaly

detection task, since anomalous data has, in principle, higher variability. Figure 4.3 shows an example

of a time series of a particular installation and the corresponding output parameters of the model.
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Figure 4.3: Visualization of a 4-day sequence with 2 days of anomalous energy generation and the
corresponding parameters of the output distribution, mean µx and diversity bx.

Figure 4.3 shows that, for the last two days (with a lower energy production), the model reconstructs

badly the sequence, while the diversity is higher when compared with the first two days, with normal pro-

duction. This result validates the importance of taking into account the variability of the reconstruction,

rather than just its expectation.

4.2.3 Latent Space Analysis

At the heart of an autoencoder lies its latent space: a low-dimensional representation of the data that

encodes its underlying factors of variation. Therefore, it is interesting to visualize these representations.

For visualization purposes, the dimensionality of the latent space was reduced from 3D (dz = 3) to 2D

using Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbour Embedding (t-SNE)

[van der Maaten and Hinton, 2008].

Figure 4.4: Latent Space visualization of X normal
train (with only normal samples) in 2D via t-SNE (left) and

PCA (right). The label corresponds to the time instant of the last observation within each sequence.
(Setup: dz = 3, on-line mode, training executed using overlapping sequences with T = 12 timesteps).

37



The visualization of the latent space shows evidence that the model is mapping sequences aligned

in time onto the same region of the z-space and, more interestingly, it reveals a cyclic trajectory whose

period matches exactly the seasonal period of the solar PV curves: one day. In other words, the model

has learned the seasonal property of the data without being told of it. It is important to recall that no prior

information regarding the seasonality property is provided, all the windows were shuffled during training

and in this experiment each window of observations has 12 timesteps, which is less than the seasonal

period of the data (96). Previous works have shown latent spaces with similar behaviour, even though

without analysing and interpreting it, until the recent work of Xu et al. [2018] that provided for the first

time an explanation for this effect that they called Time Gradient.

In the context of time series anomaly detection, it is interesting to exploit how the representations

of anomalous data compare with the representations of normal examples. Figure 4.5 shows the latent

representations for the sequences that were annotated and validated by the company that provided the

dataset. Since the variational latent space is obtained by sampling from the posterior distribution, in

this plot is represented the mean µz = E
[
qφ(z|x)

]
space, which is deterministically obtained from the

encoder Bi-LSTM output.

Cloudy Day

Snow

Spike

Inverter Fault

Brief Shading

Normal

Figure 4.5: Visualization of the latent space in 2D via PCA for the test set (Xtest) containing some
annotated sequences (on-line mode, T = 12 timesteps).

Figure 4.5 shows trajectories over the latent space that were generated by the sliding window ap-

proach employed in the on-line anomaly detection mode. The normal samples (green) and the anoma-

lous ones are represented differently in the space and there is a clear deviation of the anomalous exam-

ples from the normal trajectory. This conclusion supports the fact that the model has, indeed, learned a

manifold of normal data and its now projecting sequences with different behaviour onto different regions

of the space. Moreover, the normal data exhibits slightly different trajectories in the space mainly be-

cause even though the daily curves have the same qualitative (normal) pattern, they are shifted in time
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due to different locations of the installations, where the sun starts shining on the PV panel at different

moments and also due to different inclinations of the panel.

The latent variables components can also be visualized in time, i.e. each dimension over a sequence

of consecutive overlapping windows. Figure 4.6 shows, on the left side, the mean µzi of each component

i over 400 consecutive training windows. On the right side, the autocorrelation function is represented

for each component of the latent variables. This experiment was performed using a 3-dimensional latent

space (dz = 3).
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Figure 4.6: Representation of the latent variables and the corresponding autocorrelation over consecu-
tive training windows (on-line mode, T = 12 timesteps, dz = 3).

Figure 4.6 clearly shows that the latent variables have a seasonal behaviour. More interestingly, they

have a predominant seasonal period equal to 96, which corresponds to one day and matches exactly

the seasonal period of the data. This behaviour explains the previously analysed latent space. It seems

that the model has learned the seasonal pattern of the solar energy time series and is encoding this

property in the latent variables. Such an evidence supports the ability of the proposed model to deal

with seasonal data, which is very often a concern in applications dealing with time series data.

4.2.4 Attention Visualization

The Variational Self-Attention Mechanism aids the decoding process by allowing the model to pay

more attention to particular hidden states and it does so by computing a set of attention weights

{aij}Ti,j=1. Therefore, the attention model produces a 2D attention map for each sequence that shows

where the network is focusing its attention. Figure 4.7 shows the attention maps for different test se-

quences with and without anomalies. The attention weights are represented in a logarithmic scale.

The attention maps show evidence that the self-attention model is producing context-aware represen-

tations, which can be seen by the distribution of the attention weights in a small window around the

first diagonal of the maps. This result supports the intuition that most of the temporal context of an

observation in a time series lies in a narrow window around it. Furthermore, for different anomalies,

the maps show different distributions of the attention weights. In some cases, the self-attention model

is capturing dependencies between hidden states far in time. This conclusion validates the proposed

reconstruction-based anomaly detection approach, since it tells that the network struggles to reconstruct

well anomalous sequences and tries to capture long-term context in those.
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Figure 4.7: Visualization of the attention maps for the annotated set (Xtest).

It is also possible to visualize the context vectors, ct, in the mean space (µct ). The visualization,

shown in Figure 4.8, was performed by reducing the dimensionality of µct to 2D using PCA. The labels

represent the corresponding time instant t. Each context vector is computed as a weighted sum of all

the encoded hidden states, so each one of them combines information from different time instants.

Figure 4.8: Visualization of the context vectors, ct, of the validation set X normal
val .
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4.3 Electrocardiogram Dataset: Results & Analysis

The electrocardiogram (ECG) dataset is the ECG5000, which was donated by Eamonn Keogh and

Yanping Chen and is publicly available in the UCR Time Series Classification archive [Chen et al., 2015].

This dataset is composed of 5000 univariate time series (dx = 1) with 140 observations (T = 140). Each

sequence corresponds to one heartbeat. Five classes are annotated, corresponding to the following

labels: Normal (N), R-on-T Premature Ventricular Contraction (R-on-T PVC), Premature Ventricular

Contraction (PVC), Supra-ventricular Premature or Ectopic Beat (SP or EB) and Unclassified Beat (UB).

In the original data source, the dataset is provided with a splitting into two subsets: a training set with

500 sequences and a test set with 4500 sequences. Both the training and the test set contain all classes,

meaning that the training set contain both normal and anomalous data. Moreover, the classes are highly

imbalanced, the normal class is the predominant one followed by the class with label R-on-T PVC. For

validation, the original training set was divided into two subsets - one for training the model (Xtrain) and

one for validation (Xval) - with a splitting ratio of 80/20, respectively. No further pre-processing was

executed. Figure 4.9 shows the density of each class per set.

Figure 4.9: Class densities per set.

The ECG5000 dataset is labelled and, therefore, it is possible to evaluate the performance of the unsu-

pervised anomaly detection methods using conventional classification scores. Every sequence has a

single label, meaning that no information regarding the location of the anomalous region of the ECG

is provided. Hence, the detection strategy will be based on the representations space (previously de-

scribed in section 3.2.2). Given a set of representations of heartbeats in the latent space, the objective

is to find which sequences are normal and anomalous. Rather than computing an anomaly score for

every observation within a sequence, the objective is to conclude about the whole sequence. Since the

detection is based on the latent representations, the attention model, which aids the decoding phase, is

not considered in this framework.

4.3.1 Optimization and Regularisation

Training was performed using AMS-Grad [Reddi et al., 2018] optimizer, a variant of Adam [Kingma

and Ba, 2014], with a learning rate of 0.001. Gradient computation and weight updates are performed in
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mini-batches of size 500, during 1500 epochs. The latent space space dimensionality, dz, was set to 5,

corresponding to an encoding compression ratio of 28. The encoder and decoder Bi-LSTM both have

256 units in total, 128 in each direction. The noise added at the input level has a standard deviation

σn = 0.8σx. The number of Monte Carlo samples, L, is set to 1 during training, following the work

of Kingma and Welling [2013]. To compute the anomaly scores based on the Wasserstein distance,

NW = 4000 examples are used. To promote stability during training, the gradients were clipped by value

with a limit on their magnitude of 5.0. To prevent the KL-divergence term vanishing problem [Bowman

et al., 2015], a KL-annealing strategy is applied in order to vary the weight λKL of the KL-divergence

term in the loss function. By doing so, the weight λKL is initially close to zero - to promote accurate

reconstructions of x in the early stages of training - and gradually increased to encourage smooth en-

codings and diversity. Furthermore, a sparse regularization criterion is employed to promote sparsity in

the hidden layer of the encoder Bi-LSTM [Arpit et al., 2016], by adding a penalty on the `1-norm of the

activations with a weight parameter of 10−7. The total number of parameters to optimize is 273.420.

4.3.2 Anomaly Detection Results

The anomaly detection results are evaluated using Area Under the Curve (AUC), Accuracy, Precision,

Recall and F1-score. These scores are weighted per-class. Since the output of a clustering algorithm

might provide permuted labels, i.e. the cluster assignments may be permuted between the normal and

anomalous classes, a search is performed over all possible matches between cluster assignments and

ground-truth labels and the combination corresponding to the best scores is chosen, similarly to Farhadi

et al. [2015]. Table 4.2 presents the detection results computed on the test set, Xtest, using different

clustering algorithms and a linear SVM. All results reported were averaged over 10 runs of both the

representation learning and detection models.

Metric Hierarchical Spectral k-Means Wasserstein SVM

AUC 0.9569 0.9591 0.9591 0.9819 0.9836
Accuracy 0.9554 0.9581 0.9596 0.9510 0.9843
Precision 0.9585 0.9470 0.9544 0.9469 0.9847

Recall 0.9463 0.9516 0.9538 0.9465 0.9843
F1-score 0.9465 0.9474 0.9522 0.9461 0.9844

Table 4.2: Anomaly detection scores for the electrocardiogram ECG5000 dataset. The best unsupervised
anomaly detection scores are emphasized in bold.

Figure 4.10 shows the Receiver Operating Characteristic curve for the Wasserstein distance metric, that

yields the best unsupervised anomaly detection AUC score.

The results obtained for the three clustering algorithms are roughly identical. This fact supports the

idea that the key challenge in unsupervised anomaly detection is to learn good (expressive) represen-

tations of the data. This is the reason why this Thesis is strongly focused on representation learning.

Furthermore, the Wasserstein distance-based score outperforms clustering-based detection in terms
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Figure 4.10: Receiver operating characteristic curve for the Wasserstein distance-based detection.

of AUC and is similar in terms of the other metrics. This result is expected since this score is taking

into account the variability of the representations in the latent space, rather than just their mean. The

supervised Support Vector Machine performs very well, while the unsupervised detection methods stay

roughly competitive. Anyway, all detection strategies attained relatively high detection scores.

Other works have used the same dataset mainly in a supervised multi-class classification frame-

work, instead of anomaly detection that is a two-class problem. Even though both schemes can not be

compared in general, since the dataset is highly imbalanced, with a large predominance of the normal

and one of the anomalous classes (Figure 4.9), the multi-class classification problem is almost degen-

erated in a two-class one. Therefore, it is interesting to compare the results obtained with the proposed

approach with the results reported in other works that considered different techniques. Table 4.3 sum-

marizes the best scores obtained using both supervised and unsupervised learning models in several

recent works and the best results for each metric are emphasized in bold.

Source S/Ua Model AUC Acc F1

Proposed
S VRAE+SVM 0.9836 0.9843 0.9844
U VRAE+Clust/W 0.9819 0.9596 0.9522

Lei et al. [2017] S SPIRAL-XGB 0.9100 - -

Karim et al. [2017] S F-t ALSTM-FCN - 0.9496 -

Malhotra et al. [2016] S SAE-C - 0.9340 -

Liu et al. [2018] U oFCMdd - - 0.8084

aSupervised/Unsupervised

Table 4.3: Comparison of the results with other works using the ECG5000 dataset.

Under the two-class approximation made above, the proposed unsupervised approach outperforms pre-

vious supervised and unsupervised learning models in every score reported.
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4.3.3 Latent Space Analysis

Figure 4.11 shows the latent space of the entire test set Xtest with 4500 sequences. Each datapoint is

labelled with one of the five possible classes annotated. For visualization purposes, the dimensionality of

the latent space is reduced from 5 to 2 dimensions using Principal Component Analysis and t-Distributed

Stochastic Neighbour Embedding. For the t-SNE embedding, the perplexity parameter was set to 50.0,

while the number of iterations was 2000.

PCA

t-SNE

Normal
R-on-T
PVC

PVC SP or EB UB

Class Labels

Figure 4.11: Latent Space Visualization of Xtest in 2D via PCA (top) and t-SNE (bottom).

Figure 4.11 reveals a structured and expressive latent space. The sequences (heartbeats) of the

normal class, represented in green, lie in a region of the latent space different from the anomalous

ones, while similar heartbeats are mapped onto the same region of the space. Moreover, it is also clear

that different anomalies are represented in distinct regions of the space. The anomalous heartbeats in

blue and orange, which refer to premature ventricular contractions, are represented close to each other.

Interestingly, the anomaly with label ”R-on-T PVC”, represented in orange, has a smaller cluster apart

from the larger one (top of the figure). This might be an interesting result to be analysed by experts.
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4.4 Implementation, Hardware & Computational Efficiency

All the models were implemented using the Keras deep learning library for Python [Chollet, 2015],

with TensorFlow backend [Abadi et al., 2015]. Training was performed using a single NVIDIA GTX 1080

TI graphics processing unit with 11GB of memory, in a machine with an 8th generation i7 processor and

16GB of DDR4 RAM.

One important aspect of anomaly detection is efficiency. In many applications involving real world

data, it is important to ensure that the anomaly scores are computed in a short amount of time and with

a minimum delay.

Dataset # parameters # timesteps # sequences
Training

Time
[ms/seq]

Inference
Time

[ms/seq]

Anomaly
Scores
[ms/seq]

Energy 274.958 32 109728 0.09970 0.02244 21.15

ECG 273.420 140 400 2.002 2.4214 31.34

Table 4.4: Computational efficiency of training, inference and anomaly scores computation. The anomaly
scores are the reconstruction probability and the reconstruction error (for the solar energy dataset),
computed using L = 512 Monte Carlo samples, and the Wasserstein score based on NW = 4000
representations (for the ECG dataset).

The model can infer and produce an anomaly score within a few dozens of milliseconds, which is a

very short period of time. In some real-world applications the decisions can be usually made in dozens

of milliseconds and, thus, the proposed model would be suitable for those. In the energy application,

the detection period is not very important, since the objective is to find if the system is behaving well, for

instance in a daily or weekly basis. However, when dealing with electrocardiogram data, the detection

delay is much more relevant, since an early alert of anomaly may allow someone to react soon and to

take the necessary measures.

4.5 Discussion

Clearly, the metrics and scores based on the latent space representations show the ability of the

method to perform anomaly detection, as well as the reconstruction-based metrics. Such results validate

the choice of a representation learning based model for this Thesis, which allows different detection

strategies. More importantly, as desired since the beginning, both the Variational Bi-LSTM Autoencoder

and the detection models are unsupervised and have proven to outperform previous supervised and

unsupervised approaches. From the point of view of the author, the unsupervised nature of the approach

is one of the key achievements of this Thesis.

In reconstruction-based detection, the reconstruction probability reveals an improved capacity of

detecting anomalous patterns relatively to the reconstruction error, specially in the case where the pro-

duction curves show a reduced energy production (e.g., snow anomaly) and the predicted mean is close
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to the original value.

In what concerns latent-space based detection, the different clustering algorithms tested revealed sim-

ilar scores, while the proposed Wasserstein distance score yields a better result in terms of AUC. Both

detection strategies were, thus, validated experimentally.

The latent space for both datasets is structured and expressive. For the solar energy generation, the

latent space is cyclic, which is an interesting effect considering the seasonality property of these time

series. Moreover, the representations of the ECG sequences are also very interesting, since different

anomalies are represented in different regions of the space and this was obtained without any kind of

supervision. This result makes the quest for a possible line of future work (section 5.3) that can tackle

the problem of distinguishing between different anomalies.
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Chapter 5

Conclusions

People worry that computers will get too

smart and take over the world, but the real

problem is that they are too stupid and they

have already taken over the world.

Pedro Domingos

5.1 Lessons Learned & Final Remarks

One of the major challenges of this work was the full absence of labels for the energy dataset, which

made the quest for this Thesis. Actually, this a common scenario in the context of real-world applications

in areas such as energy that makes anomaly detection, indeed, a great challenge. Such a scenario mo-

tivated the proposed unsupervised framework for anomaly detection. The main advantage of following

such an approach is that it can be applied to a large amount of time series data of very different na-

tures. On the other hand, the main difficulty found due to the lack of labels was evaluation, since it is not

possible to compute conventional classification metrics under this scenario. In fact, evaluation metrics

and criteria for unsupervised anomaly detection algorithms, in the absence of labels and ground truth,

remains a challenging practical problem where the literature is still scarce, even though some recent

work has been done on the subject [Goix, 2016].

Furthermore, in unsupervised anomaly detection, the concept of normality, often very intuitive for

experts, turns out to be hard to define in formal terms. Nevertheless, from an anomaly detection per-

spective, defining what is normal seems to be more reasonable than defining what is anomalous, outlier

or novel. In some real applications the adoption of supervised learning approaches narrows the effec-

tiveness of anomaly detection and delays the detection. For instance, in fraud detection, when a new

fraud happens, supervised models are not trained for detecting that new type of fraud, and the system

needs to be retrained to detect it. Instead, by modelling what is normal, abnormal behaviour may be

detected in advance and new frauds can be detected still in real-time. In applications like network in-

trusion detection and cyber-fraud, where the attacks profile is always changing, this may also play an

important role. Moreover, when dealing with time series, it is hard to stablish the boundaries of what an

anomaly is. In large-scale applications of AD, the definition of what is anomalous is often conditioned
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by the response capacity of the company to those anomalies. Under such constraints, the goal of an

AD algorithm is to identify the most anomalous observations that can be checked and confirmed by the

company or service provider.

5.2 Summary of Contributions

This Thesis presents a generic, unsupervised and scalable framework for anomaly detection in time

series data. The proposed approach fulfils all the requirements defined in the early stages of this work

and is able to detect anomalous behaviour in data of very different fields and, therefore, it is a contribution

for several possible domains of application of AD, such as energy and healthcare. In particular, the

growing need for monitoring the data gathered by the smart grid (e.g., consumption, production time

series) and wearable devices (e.g., beat rate, electrocardiogram time series), to give two examples from

very different fields, makes the contribution of this work even more relevant.

From the point of view of the author, one of the main contributions of this Thesis lies on the unsuper-

vised nature of the approach. Even though unsupervised learning is still much more challenging than

supervised learning, the proposed framework reveals a promising ability to learn expressive represen-

tations of data and, afterwards, to detect anomalous observations. The two detection strategies are

proven to perform well in different datasets and provide a straightforward way of finding data that do not

conform with normal behaviour.

This Thesis is built on top of several powerful ideas and models developed in the framework of dif-

ferent applications, such as Natural Language Processing, Speech Recognition and Image Processing,

which were not previously transferred and seamlessly integrated for tasks dealing with time series data.

One of the purposes of this Thesis was to unify concepts from these areas into a single framework. In

particular, to leverage the power of Bayesian deep learning models such as the variational autoencoder

for AD, recurrent neural networks, with their ability to capture the sequential structure of data, and even

sparsity that introduces prior knowledge of the anomalies rareness into the model training objective. On

top of the seq2seq model, attention was also introduced in the context of anomaly detection by means of

a novel variational self-attention mechanism, with its ability to improve the encoding-decoding process

and to provide a visualization scheme for the sequences.

Finally, another contribution of this Thesis are two scientific papers that comprise the main results

obtained with the datasets exploited, using two different detection strategies. The purpose of these

papers is to share the approach of this Thesis with the community of researchers and practitioners of

anomaly detection. These papers are introduced and attached in the Appendix A of this Thesis.
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5.3 Future Work

The proposed framework for anomaly detection makes the quest for possible lines of future work.

First, even though the proposed model was applied univariate time series data, it is suitable to mul-

tivariate data as well, in which xt can be a dx-dimensional vector of observations. All the derivations

made for the proposed model allow this scenario. It is even suitable to be applied to other types of

sequential data beyond time series, such as videos and text, for tasks like detecting abnormal behaviour

in surveillance videos or detecting abnormal opinions or sentiment patterns in social networks.

Second, the philosophy behind the proposed model is to build an understanding of normality by

learning a normal data manifold that can be used as a reference for evaluating novel and unseen obser-

vations. However, the concept of normal might be prone to change/drift over time. Dealing with concept

drift is also a subject that can be addressed in future work.

Third, the attention maps provided by the model show that sequences with different patterns exhibit

different attention maps. In particular, normal and anomalous sequences have different attention maps.

This result can reveal the usefulness of the attention maps for detection. A possible line of future work

would be to use the attention maps as a feature map for classification, in the same fashion as other

approaches that compute the time series spectrogram and use it to solve anomaly detection as an

image classification problem, using convolutional neural networks for instance.

Forth, in this Thesis, anomaly detection was tackled from the point of view of classifying normal and

anomalous data. This is a common scenario in other works because AD is, by definition, a two-class

problem. However, the proposed approach can be extended to the multi-class case, to allow distinguish-

ing between anomalies. The representations learned are likely to be structured and expressive enough

to allow for such a scenario that is still to be done in unsupervised anomaly detection. So far, the repre-

sentations obtained for the several datasets already allow to take meaningful insights in their fields and

provide a visualization strategy to analyse the results.

Finally, in some applications of AD, labelled examples are available and, in that case, it makes sense

to use them to improve the model effectiveness. Therefore, an extension of the current work is to design

a semi-supervised setting that would allow to take possibly available labels into consideration. Moreover,

in this scenario, it would be interesting to exploit a transfer learning approach that would allow to transfer

knowledge between a source task where enough labels are available to a target task with fewer labels.

This extension would allow to leverage the features learned across different datasets in other similar

tasks.
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tached in this Appendix and are the following:

• João Pereira and Margarida Silveira. ”Unsupervised Anomaly Detection in Energy Time Series

Data using Variational Recurrent Autoencoders with Attention”. Accepted for Oral Presentation in

the 17th IEEE International Conference on Machine Learning and Applications (ICMLA-18).

• João Pereira and Margarida Silveira. ”Learning Representations from Healthcare Time Series

Data for Unsupervised Anomaly Detection”. Accepted for Oral Presentation in the IEEE Interna-

tional Conference on Big Data and Smart Computing (BigComp-19).
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Abstract—In the age of big data, time series are being gen-
erated in massive amounts. In the energy field, smart grids are
enabling a unprecedented data acquisition with the integration of
sensors and smart devices. In the context of renewable energies,
there has been an increasing interest in solar photovoltaic energy
generation. These installations are often integrated with smart
sensors that measure the energy production. Such amount of
data collected makes the quest for developing smart monitoring
systems that can detect anomalous behaviour in these systems,
trigger alerts and enable maintenance operations.

In this paper, we propose a generic, unsupervised and scalable
framework for anomaly detection in time series data, based
on a variational recurrent autoencoder. Furthermore, we in-
troduce attention in the model, by means of a variational self-
attention mechanism (VSAM), to improve the performance of the
encoding-decoding process. Afterwards, we perform anomaly de-
tection based on the probabilistic reconstruction scores provided
by our model.

Our results on solar energy generation time series show the
ability of the proposed approach to detect anomalous behaviour
in time series data, while providing structured and expressive
representations. Since it does not need labels to be trained, our
methodology enables new applications for anomaly detection in
energy time series data and beyond.

Index Terms—Anomaly Detection, Variational Recurrent Au-
toencoder, Attention, Solar Photovoltaic Energy

I. INTRODUCTION

One of the key assets of the smart grid is the data it collects.
The data gathered from smart meters in the grid makes it
possible to develop machine learning algorithms that can
analyse and monitor the data collected and detect anomalous
behaviour. With the integration of renewable energy sources
such as solar photovoltaic, it is important to ensure reliability,
security and correct operation of these systems in order
to promote good performances and a long lifetime of the
equipments.

The problem of finding patterns in data that do not conform
to expected or normal behaviour is often referred to as
Anomaly Detection (AD) [1]. Over time many approaches to
anomaly detection have been proposed. In particular, with the
progress made in deep learning, new frameworks to tackle the
challenges of anomaly detection were developed. However, a
significant amount of these approaches are based on supervised
machine learning models that require (big) labelled datasets
to be trained. In the context of applications such as energy,
annotating large datasets is difficult, time-consuming or even

too expensive, while it requires domain knowledge from
experts in the field. The lack of labels is, indeed, one of
the reasons why anomaly detection has been such a great
challenge for researchers and practitioners.

Furthermore, some of the proposed methods do not consider
the sequential nature of the data by assuming it is independent
in time. Smart grid data is often sequential by nature and
mostly time series and, hence, it is crucial to take into account
the order and structure of the data.

The main contributions of this work can be summarized as
follows:

• Unsupervised reconstruction-based model using a varia-
tional autoencoder with recurrent encoder and decoder;

• Variational self-attention mechanism to improve the
encoding-decoding process;

• Generic framework for anomaly detection in time series
data;

• Application to solar photovoltaic generation time series.

II. BACKGROUND

In this section, we revise autoencoders, recurrent neural net-
works, attention mechanisms and autoencoder-based anomaly
detection.

A. Autoencoder (AE)

Autoencoders [2, 3] are neural networks that aim to recon-
struct their input. They consist of two parts: an encoder and
a decoder. The encoder maps input data x ∈ Rdx to a latent
space (or code) z ∈ Rdz and the decoder maps back from
latent space to input space.

The autoencoders training procedure is unsupervised and it
consists of finding the parameters that make the reconstruction
x̂ as close as possible to the original input x, by minimizing a
loss function that measures the quality of the reconstructions
(e.g., mean squared error).

Typically the latent space z has a lower dimensionality than
the input space x and, hence, AEs are forced to learn com-
pressed representations of the input data. This characteristic
makes them suitable for dimensionality reduction (DR) tasks,
where they were proven to perform much better than other DR
techniques, such as Principal Component Analysis [4].



B. Variational Autoencoder (VAE)

The variational autoencoder [5, 6] is a deep generative
model that constrains the latent code z of the conventional
AE to be a random variable distributed according to a prior
distribution pθ (z), usually a standard Normal distribution,
Normal(0, I). Since the true posterior pθ(z|x) is intractable
for a continuous latent space z, the variational inference
technique is often used to find a deterministic approximation,
qφ(z|x), of the intractable true posterior. The parameters of
the approximate posterior qφ(z|x), often called the variational
parameters, are derived using neural networks (e.g., mean µz

and variance σ2
z, in the case of a Normal distribution).

Hence, the training objective of the VAE is to maximize
the evidence lower bound (ELBO) on the training data log-
likelihood. For a data point x, the evidence lower bound is
given by the following equation, where θ and φ are the encoder
and decoder parameters, respectively.

LELBO(θ, φ;x) = Eqφ(z|x)
[
log pθ(x|z)

]
−DKL

(
qφ(z|x)‖pθ(z)

)

The expectation in the equation above can be approximated
by Monte Carlo integration. The second term represents the
Kullback-Leibler divergence (DKL) between the approximate
posterior and the prior. The distribution for the likelihood is
usually a multivariate Normal or Bernoulli, depending on the
type of data being continuous or binary, respectively.

C. RNNs, LSTMs and Bi-LSTMs

Conventional (feed-forward) neural networks make the as-
sumption that data is independent in time. However, this as-
sumption does not hold for sequential data, such as time series.
Therefore, with time series data, recurrent neural networks
(RNNs) are often used.
RNNs are powerful sequence learners designed to capture the
temporal dependencies of the data by introducing memory.
They read a sequence of input vectors x = (x1,x2, ...,xT )
and, at each timestep t, they produce a hidden state ht. The
main feature of RNNs is a feedback connection that establishes
a recurrence mechanism that decides how the hidden states ht
are updated. In simple ”vanilla” RNNs, the hidden states ht
are updated based on the current input, xt, and the hidden state
at the previous timestep, ht−1, as ht = f(Uxt + Wht−1).
f is usually a tanh or sigmoid function and U and W are
weight matrices to learn, shared across timesteps. The hidden
state ht can, thus, be interpreted as a summary of the sequence
of input vectors up to timestep t. Given a sequence of hidden
states ht, a RNN can generate an output, ot, at every timestep
or produce a single output, oT , in the last timestep.

Despite the effectiveness of RNNs for modeling sequential
data, they suffer from the vanishing gradient problem, that
arises when the output at timestep t depends on inputs much
earlier in time. Therefore, long short-term memory networks
(LSTMs) [7, 8] were proposed to overcome this problem and
they do so by means of a memory cell and three gates. The
memory cell (ct) stores information about the input sequence
across timesteps. The gates are functions that control the
proportion of the current input to include in the memory cell

(it), the proportion of the previous memory cell to forget (ft)
and the information to output from the current memory cell
(ot). The memory updates, at each timestep t, are computed
as follows:

it = σ(Wiht−1 + Uixt) (1)
ft = σ(Wfht−1 + Ufxt) (2)
ot = σ(Woht−1 + Uoxt) (3)
ct = ft � ct−1 + it � tanh(Wcht−1 + Ucxt) (4)
ht = ot � tanh(ct) (5)

In the previous equations, it, ft, ot, ct and ht denote the input
gate, the forget gate, the output gate, the memory cell and the
hidden state, respectively. � denotes an element-wise product.
The other parameters are weight matrices to be learned, shared
between all timesteps.

LSTMs can still not integrate information from future
instants of time and, therefore, bidirectional long short-term
memory networks (Bi-LSTMs) [9] were proposed. Bi-LSTMs
exploit the input sequence, x, in both directions by means
of two LSTMs: one executes a forward pass and the other
a backward pass. Hence, two hidden states (

−→
h t and

←−
h t) are

produced for timestep t, one in each direction. These states act
like a summary of the past and the future. The hidden states
at similar timesteps are often aggregated into a unique vector
ht =

[−→
h t;
←−
h t

]
that represents the whole context around

timestep t, typically through concatenation.

D. Sequence to Sequence Models and Attention Mechanisms

The sequence to sequence (Seq2Seq) learning framework
[10, 11] is often linked with a class of encoder-decoder mod-
els, in which the encoder and decoder are RNNs. The encoder
reads a variable-length input sequence x = (x1,x2, ...,xTx) ∈
RTx×dx and converts it into a fixed-length vector represen-
tation (or context vector), z ∈ Rdz , and the decoder takes
this vector representation and converts it back into a variable-
length sequence y = (y1,y2, ...,yTy) ∈ RTy×dy . In general,
the learned vector representation corresponds to the final hid-
den state of the encoder network, which acts like a summary
of the whole sequence. A particular instance of a Seq2Seq
model is the Seq2Seq autoencoder, in which the input and
output sequences are aligned in time (x = y) and, thus, have
equal lengths (Tx = Ty).

Seq2Seq models have their weakness in tackling long se-
quences (e.g., long time series), mainly because the interme-
diate vector representation z does not have enough capacity
to capture information of the entire input sequence x.
Therefore, attention mechanisms were proposed to allow the
decoder to selectively attend to relevant encoded hidden states.
Several attention models were proposed in the past few years
[12, 13] and, in general, they operate as follows. At each
timestep t, during decoding, the attention model computes
a context vector ct obtained by a weighted sum of all the
encoder hidden states. The weights of the sum, aij , are
computed by a score function that measures the similarity
between the currently decoded hidden state, hd

t , and all the



encoded hidden states he = (he
1,h

e
2, ...,h

e
Tx
). Afterwards,

these scores are normalized using the softmax function, so that
they sum to 1 along the second dimension. The computation
of the weights and the context vectors can be described as
follows:

ati =
exp (score(hd

t ,h
e
i ))∑Tx

j=1 exp (score(h
d
t ,h

e
j))

(6)

ct =

Tx∑

j=1

atjhj (7)

Attention mechanisms were developed mainly for natural
language processing (NLP) tasks and improved significantly
the performance of Seq2Seq models in applications such as
machine translation [12]. Even though attention has been
mostly applied to NLP problems involving text data, it is
suitable for other tasks dealing with other types of data such as
time series and videos. In fact, attention is a natural extension
of Seq2Seq models for any kind of sequential data.

E. Autoencoder-based Anomaly Detection

The main idea behind autoencoder-based anomaly detection
is to focus on what is normal, rather than modelling what
is anomalous. The autoencoder is trained to reconstruct data
with normal pattern (e.g., normal time series) by minimizing a
loss function that measures the quality of the reconstructions.
After training, the model is able to reconstruct well data with
normal pattern, while it fails reconstruct anomalous data, since
it never saw them during training. The detection is performed
using the reconstruction metrics (e.g., reconstruction error)
as anomaly score. In other words, the model learns a normal
data manifold and the distance between a given observation
and the normal data manifold is used to compute anomaly
scores, either in the latent space of representations, z, or in
the reconstructions space, x̂.

III. RELATED WORK

The work on anomaly detection in time series data has
increased significantly over the past few years and has bene-
fited from the progress made in deep learning. In particular,
Seq2Seq and autoencoder models have been applied with suc-
cess to time series AD tasks. Using this framework, Malhotra
et al. [14] proposed a prediction-based model based on LSTMs
and used the distribution of the prediction errors to compute
anomaly scores. However, this approach is not suitable for time
series affected by external factors not captured by sensors,
making them unpredictable. Later on, reconstruction-based
approaches were proposed to overcome this limitation, such as
[15], which try to reconstruct the input time series and use the
reconstruction errors as anomaly scores. After the introduction
of the variational autoencoder, Bayer and Osendorfer [16] used
variational inference and RNNs to model time series data and
introduced stochastic recurrent networks (STORNs), which
were subsequently applied to anomaly detection in robot time
series data [17]. An and Cho [18] proposed a method based on

a VAE and introduced a novel probabilistic anomaly score that
takes into account the variability of the data (the reconstruction
probability). Recently, Park et al. [19] applied a LSTM-based
variational autoencoder to AD in robot assisted feeding data
and introduced a progress-based prior over the latent variables.
Finally, Xu et al. [20] applied a VAE to AD in seasonal
key performance indicators (KPIs) time series and provided
a theoretical explanation for VAE-based anomaly detection.

IV. PROPOSED MODEL

In this section we describe our proposed approach, that
relies on two fundamental stages: the reconstruction model
(autoencoder) and the detection strategy. Let X = {x(n)}Nn=1

denote a dataset composed of N independent sequences
of observations. Each sequence x(n) has T timesteps, i.e.
x(n) = (x

(n)
1 ,x

(n)
2 , ...,x

(n)
T ), and each observation at timestep

t, x
(n)
t , is a dx-dimensional vector. Therefore, the dataset X

has dimensions (N,T, dx).

A. Variational Bi-LSTM Autoencoder

The model takes as input a sequence of observations x =
(x1,x2, ...,xT ). We then apply a denoising autoencoding cri-
terion [21] that consists on adding noise n ∼ Normal(0,σ2

nI)
to the inputs and force the autoencoder to reconstruct the clean
version of the input, x, from the corrupted one, x̃. Since it is
a regularization technique, this phase is only active at training
time. The encoder is parametrized using a Bi-LSTM with tanh
activation that generates a sequence of hidden states in both
directions, forward −→ and backward ←−. The final encoder
hidden states of both passes are concatenated with each other
to produce the vector he

T =
[−→

h e
T ;
←−
h e
T

]
.

The prior distribution pθ(z) over the latent variables z is
defined as an isotropic multivariate Normal, i.e. pθ(z) =
Normal(0, I). The parameters of the approximate posterior -
the mean µz and the co-variance Σz = σ2

zI - are derived from
the final encoder hidden state he

T using two fully connected
layers with Linear and SoftPlus activations, respectively.
To simplify the implementation of the denoising criterion, we
adopted the same approach as Park et al. [19] and define the
approximate posterior given a corruption distribution around
x with a single Gaussian, i.e. q̃φ(z|x) ≈ qφ(z|x̃), instead
of a mixture of Gaussians as in [21]. The latent variables
are obtained by sampling from the approximate posterior,
z ∼ Normal(µz,σzI), using the re-parametrization trick
z = µz + σz � ε, where ε ∼ Normal(0, I) is an auxiliary
noise variable and � represents an element-wise product.

Furthermore, we integrate a special attention mechanism
in the reconstruction model, that we call Variational Self-
Attention Mechanism (VSAM). The self-attention model re-
ceives as input a sequence of encoded hidden states and
outputs a sequence of context vectors ct, with the same length
(T ), each one of them computed as a weighted sum of all
the encoded hidden states. In detail, the mechanism works as
follows. First, the relevance of every pair of encoded hidden
states he

i and he
j is scored (eq. 8) using the scaled dot-

product similarity, employed in Transformer [22] (a neural



network model for NLP, based on a self-attention mechanism).
The use of the dot-product as relevance measure makes the
self-attention model more efficient than previous attention
mechanisms that need to learn a similarity matrix.

sij = score(he
i ,h

e
j) =

(he
i )
T
he
j√

dhe

(8)

In equation 8, dhe is the size of the encoder Bi-LSTM state.
Second, the attention weights aij are computed by normalizing
the scores over the second dimension, as in equation 9, where
at = (at1, at2, ..., atT ). This normalisation ensures that, for
each timestep t,

∑T
j=1 atj = 1.

at = softmax(st) (9)

Finally, for deriving the new context-aware vector represen-
tations ct we adopted a variational approach. This choice
is motivated by the bypassing phenomenon pointed out by
Bahuleyan et al. [23]. In fact, if the decoder has a direct
and deterministic access to the encoder hidden states through
attention, the latent code z may not be forced to learn
expressive representations, since the self-attention mechanism
could bypass most of the information to the decoder. This
problem can be solved by applying to the context vectors
ct the same constraint applied to the latent variables of the
VAE, by modelling them as random variables. To do so, we
first compute deterministic context vectors, cdet

t =
∑T
j=1 atjhj

and then transform them using another layer, similarly to [23].
The prior distribution over the context vectors is defined as a
standard Normal, p(ct) = Normal(0, I), and the parameters of
the approximate posterior q̃aφ(ct|x), µct and Σct , are derived
in similar fashion to the latent variables z, including the di-
mensionality (dct = dz). The final context vectors are sampled
from the approximate posterior, ct ∼ Normal(µct ,Σct).

The decoder is also a Bi-LSTM with tanh activation that
receives, at each timestep t, a latent representation z, shared
across timesteps, and a context vector ct. Unlike other works
that use a Normal distribution for pθ(xt|z), we use a Laplace
distribution with parameters µxt and bxt . The practical im-
plication of this choice is that the training objective aims
to minimize an `1 reconstruction loss ∝ ‖xt − µxt‖1 rather
than an `2 reconstruction loss ∝ ‖xt − µxt‖22. The `1-norm
promotes sparse reconstruction errors. Such a choice is moti-
vated by the assumption that anomalous observations are rare
and sparse, which is, indeed, the case in several applications
of interest. The outputs of the decoder are the parameters
of the reconstructed distribution of the input sequence of
observations, µxt and bxt . These parameters are derived from
the decoder Bi-LSTM hidden states using two fully connected
layers with Linear and SoftPlus activations, respectively.
The loss function for a particular sequence x(n) is given by:

L(θ, φ;x(n)) = −Ez∼q̃φ(z|x(n)),ct∼q̃aφ(ct|x(n))

[
log pθ(x

(n)|z, c)
]

+ λKL

[
DKL

(
q̃φ(z|x(n))‖pθ(z)

)

+ η
T∑

t=1

DKL

(
q̃aφ(ct|x(n))‖p(ct)

)]

where λKL weights the reconstruction and KL losses and η
balances the attention KL loss and the latent space KL loss.
Figure 1 illustrates the proposed model.

Encoder
Bi-LSTM

−→
h e

1

←−
h e

1

−→
h e

2

←−
h e

2

−→
h e

3

←−
h e

3

−→
h e

T

←−
h e

T

+n +n +n +n

x1 x2 x3 xTInput sequence

• • •

• • •

µz

σz

z

z ∼ Normal(µz,Σz)

−→
h d

1

←−
h d

1

−→
h d

2

←−
h d

2

−→
h d

3

←−
h d

3

−→
h d

T

←−
h d

T

• • •

• • •

µx1
bx1

µx2
bx2

µx3
bx3

µxT
bxT

−→
h
−→−→d

1

←−
h
←−←−d

1

−→
h
−→−→d

2

←−
h
←−←−d

2

−→
h
−→−→d

3

←−
h
←−←−d

3

−→
h
−→−→d

T

←−
h
←−←−d

T

• • •

• • •

Decoder
Bi-LSTM

−→
h
−→−→e

1

←−
h
←−←−e

1

−→
h
−→−→e

2

←−
h
←−←−e

2

−→
h
−→−→e

3

←−
h
←−←−e

3

−→
h
−→−→e

T

←−
h
←−←−e

T

• • •

• • •

µz

σz

z

z ∼ Normal(

Variational Layer

µx1
bx1

µx2
bx2

µx3
bx3

µxT
bxTReconstruction xt ∼ Laplace(µxt

, bxt)

cdet
1 cdet

2 cdet
3 cdet

T

Variational
Self-Attention

Network

+n +n +n +n

a11 a12
a13

a1T

Linear

SoftPlus

µc1
Σc1

µc2
Σc2

µc3
Σc3

µcT ΣcT

c1 c2 c3 cT

cdet
1 cdet

2 cdet
3 cdet

T

a11 a12
aa1313

a1T

µc1
Σc1

µc2
Σc2

µc3
Σc3

µcT ΣcT

c1 c2 c3 cT ct ∼ Normal(µct ,Σct)

n ∼ Normal(0,σ2
nI)

Corruption
x̃ = x + n

Fig. 1. Variational Bi-LSTM Autoencoder with Variational Self-Attention.

B. Anomaly Detection

The anomaly detection strategy is based on the following
principle. The Variational Bi-LSTM Autoencoder with Atten-
tion is trained on normal sequences, so that it learns the normal
pattern of data. At test time, normal sequences are expected to
be well reconstructed whereas anomalous ones are not, since
the model has not seen anomalous data during training.

Unlike deterministic autoencoders, the proposed model
based on a VAE reconstructs the distribution parameters (mean
µx and diversity bx) of the input variable rather than the
input variable itself. Therefore, it is possible to use probability
measures as anomaly scores. One approach is to compute the
reconstruction probability, introduced by An and Cho [18],
that is an estimation of the reconstruction term of the VAE
loss function by Monte Carlo integration.

Ez∼qφ(z|x) [log p(x|z)] ≈
1

L

L∑

l=1

log p(x|zl)

The process can be described as follows. First, an input
sequence x is propagated through the encoder and the posterior
parameters µz and Σz are obtained in a fully deterministic
fashion. Then, L samples are drawn from an isotropic Gaus-
sian distribution with these parameters. Each sample zl is



propagated though the decoder that outputs the distribution pa-
rameters of the reconstruction. Afterwards, the log-likelihood
of the input sample x, given a latent code zl drawn from
the approximate posterior distribution is computed. Finally,
the reconstruction probability is averaged over all z samples.
Algorithm 1 summarizes the computation process.

Algorithm 1 Reconstruction Probability Score
Input: x ∈ RT×dx
Output: ReconstructionProbability ∈ RT
(µz,Σz)← Encoder(x)
for l = 1 to L do

zl ∼ Normal(µz,Σz)
(µlx,b

l
x)← Decoder(zl)

scorel ← log p(x|µlx,blx)
end for
ReconstructionProbability ← 1

L

∑L
l=1 score

l

return ReconstructionProbability

The anomaly score itself is the negative reconstruction prob-
ability, so that the lower the reconstruction probability, the
higher the anomaly score. There are several advantages of
using the reconstruction probability instead of a deterministic
reconstruction error which is commonly used in autoencoder-
based anomaly detection approaches. The first one is that
the reconstruction probability does not requires data-specific
detection thresholds, since it is a probabilistic measure. Using
such a metric provides a more intuitive way of analysing the
results. The second one is that the reconstruction probability
takes into account the variability of the data. Intuitively,
anomalous data has higher variance than normal data and,
hence, the reconstruction probability is likely to be lower for
anomalous examples. The idea of using the variability of data
for anomaly detection enriches the expressive power of the
proposed model relatively to conventional autoencoders. Even
in the case where normal and anomalous data can share the
same expected value, the variability is different and, thus,
provide an extra tool to distinguish anomalous examples from
normal ones. For comparison purposes we also compute a
(stochastic) reconstruction error (RE), given by equation 10.

REz∼qφ(z|x)(x) =
1

L

L∑

l=1

∥∥∥x− E
[
pθ (xl|zl)

]
︸ ︷︷ ︸

µxl

∥∥∥
1

(10)

V. TRAINING FRAMEWORK

A. Data

The energy data in this work is a dataset X of univariate
time series (dx = 1) of solar photovoltaic (PV) energy
generation from several residential installations. The training
data was obtained by selecting a subset X normal of 1430 daily
sequences with normal pattern (days without clouds and any
kind of anomaly, where the energy generated is as expected).
Samples were recorded each 15 min and, therefore, each
(daily) sequence as 96 observations. The solar PV curves have
a strong seasonality, with a predominant seasonal period of a

day. We divided our dataset of normal sequences into two
subsets - a training set X normal

train and a validation set X normal
val

- with a splitting ratio of 80/20, respectively. The data was
also normalised to the installed capacity, so that the range of
observed values lies in the interval [0, 1].

B. Modes

The proposed approach for anomaly detection can work
under the following two modes:

• Off-line Mode: Training is performed with non-
overlapping sequences of length T and the observations
within a sequence share a unique representation in the
latent space z. All the scores for an input window are
considered for detection and the score at a particular
timestep t in a window can depend on future observations
within the same window.

• On-line Mode: Training is executed using overlapping
sequences obtained with a sliding window with a width T
and a step size of 1. At test time, detection is performed
without considering observations of future time instants,
by feeding to the model a window of observations in
which the last point corresponds to the current timestep
t. The anomaly score at timestep t corresponds to the
score of the last observation within each sequence. In
this mode, for a long sequence with length L, L−T +1
windows are produced, each one of them having its
own representation in the z-space. Since these windows
overlap, the latent space will exhibit trajectories over
time.

C. Optimization and Regularization

The models were implemented using the Keras deep learn-
ing library for Python [24], running on top of TensorFlow [25].
Optimization was performed using AMS-Grad optimizer [26],
a variant of Adam [27], in mini-batches of size 200 (off-
line mode) and 10000 (on-line mode), during 1500 epochs.
The learning rate was 0.001. The full model has 274.958
parameters to optimize. We set the latent space dimensionality
(dz) and the context vectors dimensionality (dct ) to 3. The
encoder and decoder Bi-LSTM both have 256 units, 128 in
each direction. The noise added at the input level for the
denoising autoencoding criterion has variance σ2

n = 0.1σ2
x. We

set the number L of Monte Carlo samples to 1 during training,
following the work of Kingma and Welling [5]. The gradients
were clipped by value with a clip value of 1.0. To prevent the
KL-divergence vanishing problem, we applied a KL-annealing
scheme [28] that consists on varying the weight λKL during
training. By doing so, λKL is initially close to zero in order to
allow accurate reconstructions in the early stages of training
and is gradually increased to promote smooth encodings and
diversity. The parameter η is 0.01. We also apply a sparsity
regularizer in the hidden layer of the encoder Bi-LSTM [29],
that penalizes the `1-norm of the activations with a weight of
10−8.
Training was done on a single NVIDIA GTX 1080 TI GPU



with 11GB of memory, in a machine with an 8th generation
i7 processor and 16GB of DDR4 RAM.

VI. EXPERIMENTS AND RESULTS

In this section, we present the results of the experiments ob-
tained with our proposed model. To illustrate the effectiveness
of our approach, a few examples of solar energy generation
curves representative of different patterns and behaviours
(Xtest) were annotated, such as a normal sequence used as
ground truth, a brief shading, a fault, a spike anomaly, an
example of a daily curve where snow covered the surface of
the PV panel and a sequence corresponding to a cloudy day.

We evaluate the training results using the training and
validation losses, presented in Table I.

TABLE I
TRAINING AND VALIDATION LOSSES.

Set Training
(
Xnormal

train

)
Validation

(
Xnormal

val

)

Loss −3.1457 −3.1169

The training and validation losses are similar, meaning that
the model is not over-fitting to the training data and is being
able to generalize to unseen (normal) sequences.

A. Anomaly Scores

Figure 2 shows some examples of solar PV generation daily
curves with different kinds of patterns and the corresponding
anomaly scores: the reconstruction probability (top bar) and
the reconstruction error (bottom bar), both obtained by Monte
Carlo integration using L = 512 samples.
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Fig. 2. Anomaly scores for some representative sequences (off-line mode,
non-overlapping sequences with T = 96 timesteps).

B. Latent Space Analysis

The experiments were performed using a 3-dimensional
latent space (dz = 3). For visualization purposes, we reduced
the dimensionality of the latent space to 2D using Princi-
pal Component Analysis (PCA) and t-distributed Stochastic

Neighbour Embedding (t-SNE) [30]. Figure 3 represents the
latent space z of the training set containing only normal
sequences (X normal

train ). The label corresponds to the time instant
of the last observation within each sequence.

Fig. 3. Latent space visualization of Xnormal
train in 2D via t-SNE (left) and

PCA (right). (on-line mode, training executed using overlapping sequences
with T = 32 timesteps).

The latent space shows evidence that the model is mapping
sequences aligned in time onto the same region of the z-space
and, more interestingly, it reveals a cyclic trajectory whose
period matches exactly the seasonal period of the solar PV
curves: one day. In other words, the model has learned the
seasonal property of the data without being told of it and using
training sequences with a length 32 < 96, shuffled during
training. Previous works have shown latent spaces with this
behaviour, even though without analysing it, until the recent
work of Xu et al. [20] that provided for the first time an
explanation for this effect that they called Time Gradient.

In the context of time series anomaly detection, it is
interesting to exploit the latent representations to find out how
the representations of anomalous data compare with the ones
of normal examples. Figure 4 shows the representations of the
sequences that we annotated. Since the variational latent space
is obtained by sampling from the approximate posterior, in this
plot we represent the mean µz = E

[
qφ(z|x)

]
space, which is

deterministically obtained from the encoder Bi-LSTM output.

Cloudy Day

Snow

Spike

Inverter Fault

Brief Shading

Normal

Fig. 4. Latent space visualization of Xtest in 2D via PCA (on-line mode,
training executed using overlapping sequences with T = 32 timesteps).



Figure 4 shows structured and expressive representations of
sequences with various patterns. The normal examples (green)
and the anomalous ones are represented differently in the
space and there is clear a deviation of anomalous windows
from the normal trajectory. The normal data have also slightly
different trajectories in the space mainly because even though
the curves have the same qualitative (normal) pattern, they are
shifted in time due to different locations of the installations
where the sun starts shining on the PV panel at different
moments and also due to different inclinations.

C. Attention Visualization

The Variational Self-Attention Mechanism learns to pay
more attention to particular encoded hidden states. Therefore,
the attention model produces a 2D map for each sequence,
with length T , that shows where the network is putting its
attention. Figure 5 shows the attention maps for different test
sequences with and without anomalies.

0 4 8 12 16 20 24

Input Timestep [h]

0

4

8

12

16

20

24

O
u
tp

u
t

T
im

es
te

p
[h

]

0 4 8 12 16 20 24

Time [h]

0.0

0.2

0.4

0.6

0.8

E
n
er

gy

0 4 8 12 16 20 24

Input Timestep [h]

0

4

8

12

16

20

24

O
u
tp

u
t

T
im

es
te

p
[h

]

0 4 8 12 16 20 24

Time [h]

0.0

0.2

0.4

0.6

0.8

E
n
er

gy

0 4 8 12 16 20 24

Input Timestep [h]

0

4

8

12

16

20

24

O
u
tp

u
t

T
im

es
te

p
[h

]

0 4 8 12 16 20 24

Time [h]

0.0

0.2

0.4

0.6

0.8

E
n
er

gy

0 4 8 12 16 20 24

Input Timestep [h]

0

4

8

12

16

20

24

O
u
tp

u
t

T
im

es
te

p
[h

]

0 4 8 12 16 20 24

Time [h]

0.0

0.2

0.4

0.6

0.8

E
n
er

gy

0 4 8 12 16 20 24

Input Timestep [h]

0

4

8

12

16

20

24

O
u
tp

u
t

T
im

es
te

p
[h

]

0 4 8 12 16 20 24

Time [h]

0.0

0.2

0.4

0.6

0.8

E
n
er

gy

0 4 8 12 16 20 24

Input Timestep [h]

0

4

8

12

16

20

24

O
u
tp

u
t

T
im

es
te

p
[h

]

10−3 10−2 10−1 100

Attention Weights

0 4 8 12 16 20 24

Time [h]

0.0

0.2

0.4

0.6

0.8

E
n
er

gy

Fig. 5. Attention maps for sequences with different patterns. The attention
weights are represented in a logarithmic scale.

The attention maps show evidence that the self-attention
model is producing context-aware representations, which can
be seen by the distribution of the attention weights in a small
window around the first diagonal of the maps. This result
supports the intuition that most of the temporal context of an
observation in a time series lies in a narrow window around it.
Furthermore, for different anomalies, the maps show different

distributions of the attention weights. In some cases, the self-
attention model is capturing dependencies between hidden
states far in time. This conclusion validates the proposed
reconstruction-based anomaly detection approach, since it tells
that the network struggles to reconstruct well anomalous
sequences while it tries to capture long-term dependencies in
those.

It is also possible to visualize the context vectors cdett in
the mean space µct . The visualization, shown in Figure 6,
was performed by reducing the dimensionality of µct to 2D
using PCA. The labels represent the corresponding time instant
t. Each context vector is computed as a weighted sum of
all the encoder hidden states, so each one of them combines
information from different time instants.

Fig. 6. Context vectors of the validation set Xnormal
val .

Figure 6 shows that context vectors aligned in time tend
to be roughly represented in the same region of the space,
while the mixed structure suggests that different sequences
lead to context vectors that combine the encoder hidden states
differently, using different attention weights.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a generic, unsupervised and
scalable framework for anomaly detection in time series data
that can operate both off-line and on-line. Our approach
consists of a reconstruction model based on a variational
autoencoder. We parametrized the encoder and decoder with
recurrent neural networks to take into account the temporal de-
pendencies of time series data. We also proposed a variational
self-attention mechanism that aids the decoding process by
allowing the model to pay more attention to particular encoded
hidden states and, at the same time, provides a straightforward
visualization scheme for the sequences.

Our results show that the model is able to detect anomalous
patterns by using the probabilistic reconstruction metrics as
anomaly scores. Moreover, the attention maps show evidence
that the model changes its attention according to the kind
of pattern of the input sequence. In particular, it attends
differently depending on whether the sequence is normal or
anomalous. A future line of work can exploit the usefulness
of the attention maps for detection.

Furthermore, even though we applied the proposed model
to solar PV generation univariate time series, it is suitable to



multivariate data as well, in which x can be a dx-dimensional
vector of observations. Moreover, it can even be applied to
other types of sequential data beyond time series, such as text
and videos.

One of the major challenges of this work was the full
absence of labels that is, actually, a common scenario in
the context of real-world applications, such as energy. This
motivated the unsupervised framework for anomaly detection
that we proposed. The main advantage of following such an
approach is that it can be applied to a wide range of time
series data available. On the other hand, the main difficulty
that we found due to the lack of labels was evaluation,
since it is not possible to compute conventional classification
metrics under this scenario. In fact, evaluation metrics for
unsupervised anomaly detection algorithms, in the absence of
labels and ground truth, remains a challenging problem where
the literature is still scarce, even though some recent work has
been done on the subject [31].

In this work, we focused on assigning an anomaly score
to every observation in a sequence and not discriminating
between different anomalies. However, the proposed approach
can be extended to a multi-class framework, to allow distin-
guishing between anomalies. For this purpose, the detection
phase might take into account the representations learned in
the z-space, which reveal to be expressive enough to allow for
such a scenario.

Finally, in unsupervised anomaly detection, the concept of
normality turns out to be hard to define in formal terms and
might be prone to change/drift over time. Dealing with concept
drift is a subject that we intend to address in future work.
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Abstract—The amount of time series data generated in Health-
care is growing very fast and so is the need for methods that
can analyse these data, detect anomalies and provide meaningful
insights. However, most of the data available is unlabelled and,
therefore, anomaly detection in this scenario has been a great
challenge for researchers and practitioners.
Recently, unsupervised representation learning with deep gener-
ative models has been applied to find representations of data,
without the need for big labelled datasets. Motivated by their
success, we propose an unsupervised framework for anomaly
detection in time series data. In our method, both representation
learning and anomaly detection are fully unsupervised. In ad-
dition, the training data may contain anomalous data. We first
learn representations of time series using a Variational Recurrent
Autoencoder. Afterwards, based on those representations, we
detect anomalous time series using Clustering and the Wasserstein
distance.
Our results on the publicly available ECG5000 electrocardio-
gram dataset show the ability of the proposed approach to
detect anomalous heartbeats in a fully unsupervised fashion,
while providing structured and expressive data representations.
Furthermore, our approach outperforms previous supervised and
unsupervised methods on this dataset.

Index Terms—Variational Recurrent Autoencoder, Represen-
tation Learning, Clustering, Electrocardiogram.

I. INTRODUCTION

Detecting anomalies in time series data is an important prob-
lem of interest in applications such as healthcare, energy and
cyber-security. Many Anomaly Detection (AD) approaches
have been proposed over time [1, 2]. However, most of these
approaches are based on supervised machine learning models
that require (big) labelled datasets to be trained. In applications
like healthcare, labels are often difficult to obtain, while the
annotation process is time-consuming and requires domain-
knowledge from experts in the field. Hence, the application of
supervised models is limited by this constraint.
Furthermore, some previous anomaly detection approaches do
not take into account the sequential nature of data by assuming
it is independent and identically distributed in time. When
dealing with time series data it is crucial to consider the
temporal dependencies of the data.
Recently, there is a renewed interest in unsupervised learning,
which is more and more foreseen to play an important role in
the future of machine learning [3].

In this work, we propose an unsupervised framework for
anomaly detection in sequential data, based on representa-
tion learning using a Variational Recurrent Autoencoder and
anomaly detection in the representation’s space via Clustering
and the Wasserstein distance [4].

This paper is organized as follows. We start by revising
Autoencoders, Variational Autoencoders and Recurrent Neural
Networks. Then, we present a summary of recent approaches
to anomaly detection in time series data. Afterwards, we
introduce our proposed representation learning model and
detection methodology. Finally, we present and analyse the
results obtained with our model in electrocardiogram (ECG)
time series.
Our contributions in this work can be summarized as:
• Unsupervised representation learning of time series data

through a Variational Recurrent Autoencoder;
• Latent space-based detection using Clustering and the

Wasserstein distance.

II. BACKGROUND

In this section, we revise Autoencoders, Variational Autoen-
coders and Recurrent Neural Networks, including Long Short-
Term Memory Networks.

A. Autoencoder (AE)

Autoencoders [5, 6] are neural networks trained in an
unsupervised fashion that aim to reconstruct their input. They
consist of two parts: an encoder and a decoder. The encoder
maps input data x ∈ Rdx to a latent code/representation
z ∈ Rdz and the decoder maps back from latent code to input
space.
Training is executed by minimizing a reconstruction loss and,
thus, by making the output of the decoder x̂ as close as
possible to the original input x.
Very often autoencoders are undercomplete, i.e. their latent
code z has a lower dimensionality than the input space x and,
hence, they are forced to learn compressed representations
of the input data. This characteristic makes them suitable
for dimensionality reduction (DR) tasks, where they were
proven to work much better than other DR techniques, such
as Principal Component Analysis [7].



B. Variational Autoencoder

The interest in autoencoders, and unsupervised learning
in general, was strongly revived by the introduction of the
variational autoencoder (VAE) [8, 9].
The variational autoencoder is a deep generative model that
adds a new constraint on the code z of the autoencoder. The
VAE assumes that the latent code z is a random variable dis-
tributed according to a prior distribution pθ (z), which is often
defined as a standard Normal distribution, N (0, I). However,
the true posterior pθ(z|x) is intractable for continuous latent
variables z. Therefore, variational inference is applied to
find a deterministic approximation qφ(z|x) of the intractable
true posterior. Hence, the inference problem is tackled by
solving an optimization one. The approximate posterior is
usually a multivariate Normal distribution, N (µz,Σz), whose
parameters are derived using neural networks.
The VAE training objective aims to maximize an evidence
lower bound (ELBO) on the training data log-likelihood given
by the following equation, where φ and θ are the encoder and
decoder parameters, respectively.

LELBO = Eqφ(z|x)
[
log pθ(x|z)

]
−DKL

(
qφ(z|x)‖pθ(z)

)
(1)

The distribution for the likelihood term is often a multivariate
Normal or Bernoulli, depending on the type of data being
continuous or discrete, respectively.
The expectation may be approximated using Monte Carlo inte-
gration by drawing L samples from the approximate posterior.

Ez∼qφ(z|x)[log pθ(x|z)] ≈
1

L

L∑

l=1

log pθ (x|zl) (2)

C. Recurrent Neural Networks

Feed-forward Neural Networks assume data is independent
in time. However, when dealing with sequential data such as
time series this assumption does not hold and, thus, recurrent
neural networks (RNNs) are often applied. Recurrent neural
networks are powerful sequence learners designed to model
the temporal dependencies of the data by introducing memory
into the network. They receive a sequence of input vectors
x = (x1,x2, ...,xT ) and, at each timestep t, they compute a
hidden state ht. The key aspect about RNNs is a feedback
connection that builds a recurrence mechanism. This mecha-
nism decides how the hidden states ht are updated. In simple
”vanilla” RNNs, the hidden states are updated based on the
current input and the hidden state at the previous timestep,
ht = f(Uxt +Wht−1). The function f is usually a tanh or
sigmoid and U and W are weight matrices shared across
timesteps, to be learned. The hidden state ht acts like a
summary of the sequence of inputs already seen up to timestep
t. RNNs can (optionally) produce an output based on the
hidden state ht at every timestep or just a single output in
the last timestep T .
However, when dealing with sequences with long term depen-
dencies, RNNs suffer from the vanishing gradient problem.
This happens when the output at timestep t depends on inputs

much earlier in time. Long Short-Term Memory (LSTM)
networks [10, 11] are a variant of RNN proposed to overcome
this limitation.
LSTMs integrate a memory cell and three gates that control the
proportion of the current input to include in the memory cell
it, the proportion of the previous memory cell to forget ft and
the information to output from the current memory cell, ot.
The updates of the memory at each timestep t are computed
as follows:

it = σ(Wiht−1 + Uixt) (3)
ft = σ(Wfht−1 + Ufxt) (4)
ot = σ(Woht−1 + Uoxt) (5)
ct = ft � ct−1 + it � tanh(Wcht−1 + Ucxt) (6)
ht = ot � tanh(ct) (7)

In the previous equations, it, ft, ot, ct and ht denote the
input gate, the forget gate, the output gate, the memory cell,
and the hidden state. � denotes an element-wise product.The
other parameters are weight matrices to be learned, shared
between all timesteps.

Despite the success of LSTMs for sequence modeling, they
still can not integrate information from future timesteps. To
solve this problem, Bidirectional Long Short-Term Memory
networks (Bi-LSTMs) [12] were proposed. Bi-LSTMs exploit
the input sequence in both directions by means of two LSTMs:
one executes a forward pass and the other a backward pass. As
a result, two hidden states are produced at each timestep t, one
in each direction,

−→
h t and

←−
h t. Each one of these states acts

like a summary of the past and the future. By concatenating
both of them, a global hidden state ht that represents the whole
context around timestep t is obtained.

III. RELATED WORK

The problem of finding sequences (e.g., ECG heartbeats)
that do not conform with the normal pattern is often framed
as a time series anomaly detection (AD) task, which is a
particular instance of a classification problem (two-class). The
work on AD has increased significantly over the past few years
and has benefited from the progress made in the framework
of deep learning (DL). In healthcare applications dealing with
time series data in particular, the work on anomaly detection
has been mostly based on (supervised) deep neural network
models using either recurrent neural networks or convolutional
neural networks (CNNs). In this context, Ng et al. [13] applied
a 34-layer convolutional neural network for classification of
ECG time series. Vig et al. [14] used long short-term memory
networks for anomaly detection in ECG data. Malhotra et al.
[15] introduced TimeNet, a sequence to sequence autoencoder
model for time series feature extraction, and performed clas-
sification using a supervised classifier trained on the extracted
features. Other works try to mix different neural network mod-
els, such as Karim et al. [16] that proposed an architecture that
integrates both RNNs and CNNs for time series classification.
On the unsupervised learning side, the amount of work de-
veloped in the framework of anomaly detection in time series



data is less than the one exploiting supervised models and
the proposed approaches still do not yield impressive results.
However, recently, there has been an increasing interest in
adopting unsupervised learning models for anomaly detection,
mainly in the framework of representation learning. In this
line, Lei et al. [17] proposed a representation learning ap-
proach that converts time series of possibly unequal lengths to
a matrix form while preserving pair-wise similarities between
them and apply it to time series clustering and classification
tasks. Aytekin et al. [18] used a feed-forward autoencoder for
extracting representations of images and performed anomaly
detection using clustering.
All in all, even though some of the aforementioned works
attained state-of-the-art performances, the literature is still very
focused on supervised learning models that heavily rely on
good labels to be trained.

IV. PROPOSED MODEL

In this section, we present our proposed approach that is
based on two fundamental steps: representation learning and
detection. The main difference between our work and previous
approaches is that both representation learning and anomaly
detection are performed in an unsupervised fashion.

A. Representation Learning

Consider a dataset X = {x(n)}Nn=1 composed of N observed
sequences (e.g., time series), where each sequence n has length
T , x(n) =

(
x
(n)
1 ,x

(n)
2 , ...,x

(n)
T

)
, and each datapoint x

(n)
t is a

dx-dimensional vector.
The proposed representation learning model is a Variational
Recurrent Autoencoder that works as follows.
The model reads an input time series x(n) with T timesteps.
Afterwards, a local denoising criterion [19] is applied by
adding noise to the inputs:

x̃ ∼ p(x̃|x), p(x̃|x) = N (x|0,σ2
nI) (8)

This corruption process, at the input level, forces the model
to reconstruct the original input, x, from a corrupted version
of it, x̃.
The encoder is parametrized by a bidirectional long short-
term memory network of parameter φ that processes the input
time series and produces a sequence of hidden states in both
directions. The final hidden states of the forward (−→) and
the backward (←−) passes generated by the encoder Bi-LSTM
are, then, concatenated in a single vector heT =

[−→
h e
T ;
←−
h e
T

]
.

This global hidden state heT is a fixed-length vector represen-
tation/summary of the entire sequence x.
Similarly to Park et al. [20] we simplified the denoising crite-
rion by modelling the posterior distribution given a corruption
distribution around x with a single Gaussian, q̃φ(z|x) ≈
qφ(z|x̃).
The prior distribution over the latent variables, pθ(z), is
defined as an isotropic multivariate Normal distribution,
N (0, I). The parameters µz and Σz of the approximate pos-
terior distribution q̃φ(z|x) are derived from the final encoder

hidden state, heT , using two fully connected layers with Linear
and SoftPlus activations, respectively. The SoftPlus function
is used to ensure that the variance is parametrized as non-
negative and activated by a smooth function.
The latent variables z are sampled from the approximate
posterior and computed using the re-parametrization trick as
follows,

z = µz + σz � ε (9)

where ε ∼ N (0, I) is an auxiliary (external) noise variable
and � denotes an element-wise product.
The decoder (generative model) is another Bi-LSTM that
receives as input a sample z drawn from the approximate
posterior and outputs, at each timestep t, the parameters
of the reconstruction of the input variable x. The decoding
distribution pθ(xt|z) is defined as a multivariate Normal with
diagonal co-variance matrix, N (µxt ,Σxt).
Both the encoder and the decoder Bi-LSTMs are activated by
a tanh function.
The training objective is to minimize:

L(θ, φ;x(n)) = −Eq̃φ(z(n)|x(n))

[
log pθ(x

(n)|z(n))
]

+ λKLDKL

(
q̃φ(z

(n)|x(n))‖pθ(z(n)
)

(10)

We included a weight parameter λKL in order to adjust
the trade-off between the reconstruction term and the KL-
divergence term.
The expectation in the training objective is approximated by
Monte Carlo integration. The log-likelihood of a particular
sequence x(n) decomposes across timesteps:

log pθ
(
x(n)|z(n)

)
=

T∑

t=1

log pθ
(
x
(n)
t |z(n)

)
(11)

Since the prior on the latent variables is defined as an isotropic
multivariate Normal distribution, the KL-divergence term in
the training objective has a closed form solution, given by
equation 12, and does not require estimation.

DKL

(
qφ(z|x)‖pθ(z)

)
≈ 1/2

[
tr(Σz)− µTz µz − dx − log(|Σz|)

]

(12)
Figure 1 illustrates the proposed representation learning model.

B. Anomaly Detection

In this work, anomaly detection is performed on the repre-
sentations provided by the Variational Bi-LSTM Autoencoder
model. The representation learning model learns to map input
data sequences x with different patterns into different regions
of the space and, therefore, it is straightforward to use those
representations to distinguish between normal and anomalous
samples.

Given a set of latent representations, the goal of anomaly
detection is to find out whether a given representation is
normal or anomalous. For this purpose, we consider three dif-
ferent methodologies: detection via Clustering in the µz space(
µz = E

[
qφ(z|x)

])
, detection using a metric based on the

Wasserstein distance and detection using a supervised Support
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Fig. 1. Illustration of the proposed representation learning model: Variational
Bi-LSTM Autoencoder.

Vector Machine (SVM) with linear kernel. The latter is used
as a reference to compare the performance of unsupervised vs
supervised anomaly detection. Note that, in this work, anomaly
detection is approached as a two-class classification problem
that is not focused on distinguishing between anomalies.

1) Clustering: The detection approach based on clustering
consists on applying unsupervised clustering to the latent
representations in the approximate posterior mean space (µz)
and aims to find the clusters that best describe the normal
and anomalous classes of the data. The principle behind this
technique in rooted on the assumption that most data used
for training the representation learning model are normal and,
therefore, the representations of anomalous samples will lie in
a different region of the latent space. In other words, there will
be a cluster containing the predominant (normal) examples and
all the others will be represented far from those and assigned
to the cluster of anomalous examples.
For this technique we applied three different clustering al-
gorithms in the representations space: hierarchical clustering
[21], spectral clustering [22] and k-means++ [23]. The clus-
tering algorithms were set to find 2 clusters, one for each class
(normal and anomalous). The output of these algorithms is,
then, matched with the normal/anomalous classes by setting
the cluster with higher number of data points assigned to be
the normal one.

2) Wasserstein Distance: Since the model parametrizes
either the mean µz and variance σ2

z of the latent variables (ap-
proximate posterior parameters), in the framework of anomaly
detection, it makes sense to take into account the variability of
the latent representations, σ2

z, instead of just their expectation,
µz. This idea is motivated by the fact that even though the

representations of normal and anomalous samples in the latent
space might share the same mean, µz, the variability of
anomalous samples relatively to normal ones is likely to be
higher, as pointed out by Cho et al. [24]. For obtaining an
anomaly score, we compute the median Wasserstein distance
between a test sample ztest and NW other samples within
the test set of latent representations, so that the similarity
between the posterior distribution of a given sample and subset
of other samples is used as anomaly score. This methodology
works under the assumption often made in anomaly detection
problems that most data are normal. The process can be
described by equations 13 and 14.

W (ztest, zi)2 = ‖µztest − µzi‖22 + ‖Σ
1/2
ztest −Σ

1/2
zi ‖2F (13)

score(ztest) = median{W (ztest, zi)2}NWi=1 (14)

In equations 13 and 14, W denotes the Wasserstein distance
and the subscript 2 and F denote the `2-norm and the
Frobenius norm, respectively.

V. EXPERIMENTS

A. Data

We applied the proposed model to electrocardiogram (ECG)
time series data. The dataset is the ECG5000, which was
donated by Eamonn Keogh and Yanping Chen and is publicly
available in the UCR Time Series Classification archive [25].
This dataset contains a set of N = 5000 univariate time series
(dx = 1) with 140 timesteps (T = 140). Each sequence
corresponds to one heartbeat. Five classes are annotated,
corresponding to the following labels: Normal (N), R-on-T
Premature Ventricular Contraction (R-on-T PVC), Premature
Ventricular Contraction (PVC), Supra-ventricular Premature
or Ectopic Beat (SP or EB) and Unclassified Beat (UB).
In the original data source, the dataset is provided with a
splitting into two subsets: a training set with Ntrain = 500
sequences and a test set with Ntest = 4500 sequences. Both
the training and test sets contain all classes of data, meaning
that the training set contains both normal and anomalous data.
Moreover, the classes are highly imbalanced: the normal class
is the predominant one followed by the class with label R-
on-T PVC. For validation purposes, we divided the original
training dataset into two subsets - one for training the model
(Xtrain) and one for validation (Xval) - with a splitting ratio of
80/20, respectively. No further pre-processing was executed.
Figure 2 shows the density of each class per set.

B. Training Setup

All the models were implemented using the Keras deep
learning library [26], with TensorFlow backend.
Training was performed using AMS-Grad [27] optimiser, a
variant of Adam [28], with a learning rate of 0.001. Gradient
computation and weight updates are performed in mini-batches
of size 500 during 1500 epochs. We set the latent space dimen-
sionality, dz, to 5, corresponding to an encoding compression
ratio of 28. The encoder and the decoder Bi-LSTM both have
256 units in total, 128 in each direction. The noise added at



Fig. 2. Class densities per set.

the input level has a standard deviation σn = 0.8σx. We set
the number of Monte Carlo samples L to 1 during training,
following the work of Kingma and Welling [8]. To compute the
Wasserstein anomaly score we use NW = 4000. To promote
stability during training, the gradients were clipped by value
with a limit on their magnitude of 5.0. To prevent the KL-
divergence term vanishing problem [29], we adopted a KL-
annealing strategy in order to vary the weight λKL of the
KL-divergence term in the loss function (equation 10). By
doing so, the weight λKL is initially close to zero - to promote
accurate reconstructions of x in the early stages of training -
and gradually increased to encourage smooth encodings and
diversity.
Furthermore, we adopted a sparse regularisation criterion to
promote sparsity in the hidden layer of the Bi-LSTM encoder
[30], by applying a penalty on the `1-norm of the activations,
with a weight parameter of 10−7. The total number of param-
eters to optimize is 273.420.
Training was executed on a NVIDIA GTX 1080TI graphics
processing unit with 11GB of memory, in a machine with an
8th generation i7 processor and 16GB of DDR4 RAM.

VI. RESULTS

In this section, we present the results obtained with the
proposed approach. We analyse the representations learned by
the model and evaluate the anomaly detection results. All the
results reported are evaluated on the test set Xtest composed
of 4500 sequences.

A. Latent Space Analysis

Figure 3 shows the latent space of the entire test set (Xtest)
with 4500 sequences. Each datapoint is labelled with one of
the five possible classes annotated. For visualization purposes,
we reduced the dimensionality of the latent space from 5 to
2 dimensions using Principal Component Analysis (PCA) and
t-Distributed Stochastic Neighbour Embedding (t-SNE) [31].

For the t-SNE embedding, we set the perplexity parameter to
50.0 and the number of iterations to 2000.

Fig. 3. Latent space visualization of Xtest in 2D via PCA and t-SNE.

Figure 3 reveals a structured and expressive latent space. The
sequences (heartbeats) of the normal class, represented in
green, lie in a region of the latent space different from the
anomalous ones, while similar heartbeats are mapped onto
the same region of the space. Moreover, it is also clear that
different anomalies are represented in distinct regions of the
space. The anomalous heartbeats in blue and orange, which
refer to Premature Ventricular Contractions, are represented
close to each other. Interestingly, the anomaly with label ”R-
on-T PVC”, represented in orange, has a smaller cluster apart
from the larger one (top of the figure). This might be an
interesting result to be analysed by experts.



B. Anomaly Detection
The anomaly detection results are evaluated using Area

Under the Curve (AUC), Accuracy, Precision, Recall and
F1-score. These scores are weighted per-class. The process
of computing the scores for the different detection methods
proposed makes use of the anomaly labels available, but those
are employed only for evaluation purposes. Since the output of
a clustering algorithm might provide permuted labels, i.e. the
cluster assignments may be permuted between the normal and
anomalous classes, the assignment can be executed under the
assumption that most data are normal, by matching the cluster
with higher number of data points with the normal class.
In the methodology based on the Wasserstein distance, the
AUC is computed by building the receiver operating char-
acteristic (ROC) curve based on the false positive (FP) and
true positive (TP) rates obtained for all possible detection
thresholds, whereas the other metrics are computed for the
detection threshold that leads to the higher scores. For the
clustering approach, since it provides a hard classification
result rather than an anomaly score, the AUC is computed
for a ROC curve with the corresponding TP and FP rate.

In Table I we present the detection results evaluated on the
test set, Xtest, using different clustering algorithms and a linear
SVM. All results reported were averaged over 10 runs of both
the representation learning and detection models.

TABLE I
SUMMARY OF THE RESULTS OBTAINED WITH THE PROPOSED MODEL.

Metric Hierarchical Spectral k-Means Wasserstein SVM

AUC 0.9569 0.9591 0.9591 0.9819 0.9836

Accuracy 0.9554 0.9581 0.9596 0.9510 0.9843

Precision 0.9585 0.9470 0.9544 0.9469 0.9847

Recall 0.9463 0.9516 0.9538 0.9465 0.9843

F1-score 0.9465 0.9474 0.9522 0.9461 0.9844

The best unsupervised anomaly detection scores are empha-
sized in bold.
The Wasserstein distance-based anomaly metric yields the best
unsupervised anomaly detection score in terms of AUC. The
results obtained for the three clustering algorithms are roughly
identical. This fact supports the idea that the key challenge in
unsupervised anomaly detection is to learn good (expressive)
representations of data. This is the reason why this work is
strongly focused on representation learning.
Furthermore, the Wasserstein distance-based score outper-
forms clustering-based detection in terms of AUC and is
similar in terms of the other metrics. This result is expected
since this score is taking into account the variability of
the representations in the latent space, rather than just their
mean. The supervised Support Vector Machine performs very
well, while the unsupervised detection methods stay roughly
competitive. Anyway, all detection strategies attained relatively
high detection scores.

Other works have used the same dataset mainly in a
supervised multi-class classification framework, instead of

anomaly detection that is a two-class problem. Even though
both schemes can not be compared in general, since the dataset
is highly imbalanced, with a large predominance of the normal
and one of the anomalous classes (Figure 2), the multi-class
classification problem is almost degenerated in a two-class
one. Therefore, it is interesting to compare our method with
the results reported in other works that considered different
techniques. Table II summarizes the best scores obtained
using both supervised and unsupervised learning models in
several recent works and the best results for each metric are
emphasized in bold.

TABLE II
RESULTS OBTAINED ON THE ECG5000 DATASET.

Source S/Ua Model AUC Acc F1

Ours
S VRAE+SVM 0.9836 0.9843 0.9844
U VRAE+Clust/W 0.9819 0.9596 0.9522

Lei et al. [17] S SPIRAL-XGB 0.9100 − −

Karim et al. [16] S F-t
ALSTM-FCN − 0.9496 −

Malhotra et al. [33] S SAE-C − 0.9340 −
Liu et al. [34] U oFCMdd − − 0.8084

aSupervised/Unsupervised; − ≡ score not reported in the cited paper.

Most of the previous works that considered the same dataset
use supervised machine learning models, while just one
follows an unsupervised approach, up to the authors best
knowledge. Under the two-class approximation made above,
our unsupervised approach outperforms previous supervised
learning models in every score reported.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed an unsupervised approach to
anomaly detection based on representation learning and latent
space-based detection. Not only does the proposed represen-
tation learning model does not require labels to be trained
but also the training data might contain anomalous data. The
ratio of anomalous vs normal data used for training can be
diverse, provided that most data are normal. The method can
even deal with ratios of about 40% anomalous data, as was the
case in this work. Since it does not depend on the existence of
anomaly labels, the proposed approach is suitable for a wide
range of applications where time series data are unlabelled,
such as healthcare.

Even though the proposed model is generic to be applied to
other types of sequential data, both univariate and multivariate,
in this work, we focused on healthcare time series data, since
it is an important field of application where the methodologies
are still very focused on supervised machine learning models.

The results obtained are very encouraging, showing that it
is possible to perform anomaly detection when no labels are
available. In fact, our fully unsupervised approach attained
results that compete with a conventional supervised learning
model (the SVM) and outperforms supervised and unsuper-
vised models recently proposed in other works. Nevertheless,



we think much work is still to be done to make unsupervised
learning better in anomaly detection.

Finally, in this work, we tackled anomaly detection from
the point of view of classifying normal and anomalous data.
We plan to extend this framework to the multi-class case,
to allow distinguishing between anomalies. We think the
representations learned are structured and expressive enough
to allow for such a scenario.
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